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Summary

The study of low-frequency noise in MOSFETs is gaining importance with reducing
device dimensions. The effect of low-frequency noise is notjust confined at low fre-
quencies but it is also up-converted to Radio Frequencies (RF) in electronic circuits like
oscillators and mixers. Hence the modeling of this low-frequency noise and techniques
to reduce its effect are important. It has been reported in literature that the low-frequency
noise in MOSFETs decreases significantly under changing gate bias. Unfortunately, the
circuit simulators available do not model this behavior. Inthis thesis the low-frequency
noise in MOSFETs under steady-state and dynamic biasing conditions was investigated.
The low-frequency noise in MOSFETs dominated by RTS noise isthe most sensitive to
biasing changes. While periodic large-signal excitation is successfully used to reduce the
LF noise dominated by RTS, it also occurs in some samples thatthe low-frequency noise
increases because the normally ‘dormant’ traps under steady-state conditions get ‘active’
as a result of the dynamic biasing. The RTS noise is the dominant noise source in both
n-type as well as p-type sub-micron MOSFETs. Time-domain RTS measurements lead
to a better understanding of the RTS noise. The time-domain analysis was used to ex-
tract the RTS parameters under periodic large-signal excitation, which would otherwise
(in the frequency-domain) have not been possible, thus providing more insights into the
cyclo-stationary RTS behavior. The RTS parameters under periodic large-signal excita-
tion conditions (cyclo-stationary RTS) differ from the parameters under steady-state. The
analytical expression for the noise PSD of an RTS holds good for cyclo-stationary RTS,
in the low-frequency range below the switching frequency ofthe RTS.

Trap behavior under transient biasing conditions that is not observable in steady-state
was investigated, thus providing more insight in trapping and de-trapping mechanisms.
The RTS measurements in the time-domain for the transient bias case showed that the in-
stantaneous trap-occupancy does not follow the instantaneous step-voltage but instead it
changes exponentially to reach the steady-state value. Existing circuit simulators implic-
itly assume an instantaneous change in the trap-occupancy with changing gate-bias, thus
giving erroneous noise predictions under periodic bias excitation. When the large-signal
excitation frequency is higher than the RTS corner frequency, the trap-occupancy does not
follow the applied input signal, but is somewhere in betweenthe ‘off’ and the ‘on’ state
trap-occupancy. This cyclo-stationary RTS trap-occupancy is a constant and can be de-
termined by the cyclo-stationary RTS time-constants in a similar way as the steady-state
trap-occupancy. The significant change in the RTS noise due to the periodic large-signal
excitation is primarily because of the sharp decrease in thecyclo-stationarȳτe. This im-
plies that the change (increase or decrease) in the RTS noiseunder periodic large-signal
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excitation is the highest for traps located deeper in the oxide because deeper the trap in
the oxide, the more sensitivēτe is to changes in the applied gate bias. An analytical model
is presented which accurately predicts the RTS parameters and noise spectra, in steady-
state as well as under large signal excitation. All the modelparameters have a physical
significance and the model shows excellent agreement with measured data on a single
RTS. Given a distribution of traps in energy and location, the model can be extended to
accurately predict the trap-related low-frequency noise in MOSFETs, under varying bias
conditions, leading to better optimization of analog and RFdesigns.

Finally, the low-frequency noise in hot-carrier degraded devices with H2/N2 and D2/N2

ambient during the post metal anneal under steady-state andunder periodic large-signal
excitation, is investigated. The low-frequency noise under periodic large-signal excitation
increases more rapidly due to hot-carrier degradation as compared to the low-frequency
noise measured under steady-state. The useful noise reduction, due to periodic large-
signal excitation under non-stressed conditions, diminishes, as the devices are subjected
to hot-carrier stress. Devices with D2/N2 ambient during post metal anneal show better
resistance against hot-carrier injection than those with H2/N2 ambient during post metal
anneal. This analysis illustrates the diagnostic capabilities of the presented noise model
and measurement technique.



Samenvatting

De studie van laagfrequente ruis in MOSFETs wordt belangrijker naarmate de device
afmetingen kleiner worden. Laag-frequente ruis beperkt niet alleen het dynamisch bereik
bij lage frequenties maar ze wordt ook getransformeerd naarradio-frequenties (RF) in
elektronische schakelingen zoals oscillatoren en mixers.Daarom zijn de modellering van
de laag-frequente ruis en de technieken om zijn invloed te verminderen, van groot belang.
In de literatuur is gerapporteerd dat de laag-frequente ruis in MOSFETs significant ver-
mindert wanneer de gate bias-spanning periodiek wordt geschakeld. Echter, de beschik-
bare circuit-simulatoren hebben dit fenomeen niet in hun modellen opgenomen. In dit
proefschrift wordt de laag-frequente ruis van MOSFETs onderzocht, zowel in stationaire
toestand als onder schakelende bias-condities. Als de laag-frequente ruis in MOSFETs
wordt gedomineerd door de zogenaamde Random Telegraph Signaal (RTS) ruis, is deze
het meest gevoelig voor veranderingen in de bias-spanning.Terwijl het periodiek aan-
/uitschakelen met succes wordt gebruikt om de laag-frequente RTS ruis te verminderen,
zijn er ook voorbeelden van devices waarbij de laag-frequente ruis juist toeneemt bij pe-
riodiek veranderende bias. Dit kan verklaard worden doordat normaal in de stationaire
toestand ‘slapende’ traps tengevolge van de wisselende bias ‘geactiveerd’ worden. De
RTS ruis is de dominante ruisbron in zowel n-type evenals p-type submicron MOSFETs.
RTS metingen in het tijd-domein leiden tot een beter inzichtin de RTS ruis. In tegen-
stelling tot de analyse in het frequentie-domein, maakt ruis-analyse in het tijd-domein
het mogelijk om de RTS parameters onder periodieke groot-signaal aansturing volledig
te bepalen. De analyse in het tijd-domein biedt meer inzichtin het cyclo-stationaire RTS
gedrag. De RTS parameters in de periodiek schakelende toestand (cyclo-stationaire RTS)
verschillen van de parameters in stationaire toestand. De analytische uitdrukking voor de
spectrale ruis dichtheid (PSD) van een RTS geldt voor periodiek geschakelde MOSFETs
in het frequentie gebied beneden de periode-frequentie vande RTS.

De eigenschappen van een trap onder veranderende bias-spanning, die niet waarneem-
baar zijn in stationaire toestand, zijn onderzocht. Daarbij is meer inzicht verkregen in de
vangst- en emissie-mechanismen van de trap. De RTS metingenin het tijddomein voor ve-
randerende bias-spanning tonen aan dat de momentane trap bezetting niet onmiddellijk de
stap-spanning volgt. De trap bezettingsgraad verandert exponentieel naar de uiteindelijke
waarde behorende bij de evenwichtstoestand. De bestaande circuit-simulatoren veron-
derstellen impliciet een onmiddellijk evenwicht van de trap-bezettingsgraad, passend bij
de veranderende gate-spanning. Zij geven dientengevolge onjuiste voorspellingen van
het ruisgedrag onder periodieke schakelende bias. Wanneerde frequentie van het groot-
signaal schakelende bias signaal hoger is dan de RTS kantelfrequentie, volgt de trap
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bezettingsgraad niet onmiddellijk het toegepaste inputsignaal maar zal zich ergens tussen
de waardes voor de ‘uit’ en de ‘aan’ toestand bevinden. Deze cyclo-stationaire RTS trap
bezettingsgraad is vrijwel constant en kan door middel van de cyclo-stationaire RTS ti-
jdconstantes op een soortgelijke manier als bij de stationaire trapbezettingsgraad worden
bepaald. De significante verandering in de RTS ruis tengevolge van de periodiek schake-
lende bias is hoofdzakelijk het gevolg van de scherpe dalingvan cyclo-stationaire emissi-
etijd τ̄e. Dit impliceert dat de verandering (verhoging of daling) inde RTS ruis onder
periodieke groot-signaal aansturing het hoogst is voor dieper gelegen traps in het oxide,
want hoe dieper de trap in het oxide ligt, des te gevoeliger isde emissietijd̄τe voor veran-
deringen in de aangelegde gatespanning. In het proefschrift wordt een analytisch model
voorgesteld dat de RTS parameters en de ruisspectra, in zowel de stationaire toestand als
onder geschakelde condities, nauwkeurig voorspelt. Alle modelparameters hebben een
fysische betekenis en het modelresultaat toont uitstekende overeenkomst met gemeten
waarden voor één enkele RTS. Bij gegeven trapverdeling inenergie en plaats, kan het
model worden benut om nauwkeurig de trap-gerelateerde laag-frequente ruis in MOS-
FETs onder variërende bias, te voorspellen. Dit kan leidentot betere optimalisering van
analoge- en RF circuit ontwerpen.

Tenslotte werd de laag-frequente ruis onderzocht in devices met respectievelijk een
H2/N2 en een D2/N2 post-metaal nabehandeling en die door hot-carrier injectie werden
gedegradeerd. Ruismetingen werden uitgevoerd aan devicesin stationaire toestand en aan
devices met periodiek schakelende aansturing. De laag-frequente ruis tegen tengevolge
van de hot-carrier degradatie neemt in de geschakelde MOSFET sneller toe dan in de
MOSFET met constante bias. De nuttige ruis-reductie tengevolge van periodiek schake-
lende bias-spanning is vóór de hot-carrier degradatie groter dan nadat de devices aan
hot-carrier injectie zijn onderworpen. De devices die een postmetaal nabehandeling on-
dergingen in een D2/N2 omgeving, blijken beter bestand tegen hot-carrier injectie dan
devices die hun postmetaal nabehandeling in een H2/N2 omgeving ondergingen. Deze
analyse illustreert de diagnostische mogelijkheden van het gepresenteerde ruismodel en
de meettechniek.
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1
Introduction

BROADLY speaking, sound waves with amplitudes above a certain bearable threshold
are termed as noise. Those who find that too much noise makes them ill will not

be surprised that the word noise can possibly be traced back to the Latin wordnausea,
‘seasickness’, feeling of sickness. The meaning ‘seasickness’ gradually changed to a
more general sense of discomfort or something unwanted and undesired.

Scientifically though, noise is an intriguing phenomenon which finds a place in all
branches of study. In astrophysics, cosmic noise is the random noise that originates out-
side the Earth’s atmosphere. Random fluctuation in any physical parameter is termed
as noise. Mathematically noise is a random process. In electrical and communication
engineering noise is a disturbance, especially a random andpersistent disturbance, that
obscures or reduces the clarity of a signal.

1.1 Noise in Semiconductors

Although, noise is a universal phenomenon, the noise considered in this thesis is the
noise in electronic circuits caused by the small current andvoltage fluctuations that are
generated within the semiconductor devices themselves. The study of noise is important
because it provides information on the lower limits of the signal being processed by a
circuit without significant deterioration in the signal quality. In electronics and communi-
cation, the signal-to-noise ratio, often written S/N or SNR, is a measure of signal strength
relative to background noise. The ratio is usually measuredin decibels (dB). The goal is
always to maximize the S/N ratio within certain power constraints. With decreasing de-
vice dimensions in modern electronic circuits, the signal levels being processed are also

1
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very low, decreasing the SNR. This has led to a growing importance in the study of noise
in semiconductor devices and to efforts towards reducing the noise so as to maximize the
SNR. The various sources of noise in semiconductor devices are as follows [1]:

1.1.1 Shot Noise

Shot noise is the noise associated with the direct-current flow and is present in diodes
and bipolar transistors. Shot noise refers to the random fluctuations of the electric current,
which are caused by the fact that the current is carried by discrete charges (electrons). The
strength of this noise increases with growing magnitude of the average current flowing
through the diode. It can be shown that if a currentI is composed of a series of random
independent pulses with average valueID, the resulting (shot) noise current has a mean-
square value

ī2 = 2qID∆ f (1.1)

whereq is the electronic charge,∆ f is the bandwidth in Hertz. The shot noise spectral
density is independent of the frequency. Noise sources which are independent of the fre-
quency are categorized aswhite noise. The name white noise is because all different fre-
quency components are present with the same strength. Shot noise is to be distinguished
from current fluctuations in equilibrium, which happen without any applied voltage or
without any average current flowing.

1.1.2 Thermal Noise

Thermal noise as the name suggests is the noise associated with the thermal random
motion of the charge carriers. Thermal noise is unaffected by the presence or absence
of direct current, since the electron drift velocity is muchless than the electron thermal
velocity. Thermal noise is directly proportional to the theabsolute temperature (T) and as
T approaches zero, the thermal noise also approaches zero. The thermal noise in a resistor
R is represented by a voltage generator (v̄2) in series with R or a current generator (ī2)
parallel to R given by

v̄2 = 4kTR∆ f

ī2 = 4kT
1
R

∆ f (1.2)

wherek is Boltzmann’s constant. Eqn.1.2 shows that the thermal noise spectral density
is independent of the frequency and thus thermal noise can also classified as white noise.
Thermal noise is a fundamental physical phenomenon and is present in any passive re-
sistor. Both shot noise and thermal noise are classified as white noise having gaussian
amplitude distributions and are indistinguishable once they are introduced in a circuit.

1.1.3 Flicker or 1/ f Noise

Flicker noise is found in all active devices as well as passive elements. The origins of
flicker noise are varied and are discussed in the following section. Flicker noise is always
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associated with the flow of direct current and displays the spectral density of the form

ī2 = K
Ia

f b
∆ f (1.3)

where∆ f is small bandwidth at frequencyf , I is the direct current,K is a parameter
associated with the device,a is a parameter in the range 0.5 to 2, andb is a parameter
with a value of about unity. In Eqn.1.3 ifb = 1, the noise spectral density has a 1/ f
frequency dependence and hence the name ‘1/ f ’ noise. In general, for 0.9 < b < 1.1 the
term 1/ f is used and outside the range we have 1/ f -like noise. It is quite apparent that
this noise source is most significant at low-frequencies, although in devices exhibiting
high flicker noise, this noise may dominate the device noise at high frequencies well into
the megahertz range. Flicker noise is often called ‘pink noise’ because of the frequency
dependence of the power spectral density. (Any noise sourcewhich shows a frequency
dependence is called ‘colored noise’). The adjective ‘ubiquitous’ is often used in terms of
1/ f noise as it manifests itself in widely different systems apart from electronic devices,
such as radioactive decay, chemical systems, biology, fluiddynamics, astronomy, optical
systems, network traffic and economics.

1.1.4 Generation Recombination Noise (RTS Noise)

In a semiconductor, free carriers are necessary for the drift and diffusion conduction
mechanisms. The generation process involves the creation of free carriers, and the recom-
bination process involves the trapping of these free carriers in defects. The trapped carrier
will be freed again after only a short time because of the thermal energy of the crystal lat-
tice. This process is a series of independent discrete events. Each event causes fluctuation
in the number of free carriers leading to a fluctuation in the material conductance. This
fluctuation in the conductance leads to the generation-recombination noise when there is
a current flow. The generation-recombination noise is a low-frequency noise. A single
trapping-detrapping event leads to a Random Telegraph Signal (RTS). The power spectral
density of an RTS is a Lorentzian [2]. The charge fluctuation results in the fluctuation of
the surface potential, which in turn modulates the channel carrier density.

1.1.5 Other Noise Sources

In addition to the above mentioned noise sources, there is another type of low-frequency
noise found in integrated circuits and discrete transistors called ‘burst noise’. The source
of this noise source is not fully understood and it has been shown to be related to the
presence of heavy-metal ion contamination in the devices. Another form of noise pro-
duced by zener or avalanche breakdown in p-n junctions is called ‘avalanche noise’. In
avalanche breakdown, holes and electrons in the depletion region of a reverse biased p-n
junction acquire sufficient energy to create hole-electronpairs by colliding with silicon
atoms. This process is cumulative, resulting in large random noise spikes.

In this thesis our focus is primarily on the low-frequency noise in MOSFETs. Our
interest in the low-frequency noise in MOSFETs stems from the fact that with down-
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scaling the low-frequency noise in MOSFETs is increasing. This is a cause for concern
as it limits the optimization of circuit design. Moreover, the effect of noise is not limited
to low frequencies but is sometimes up-converted to high frequencies [3], e.g., in active
mixers, voltage controlled oscillators (VCO) [4], and frequency dividers [5]. This is one
of the important difficulties in implementing analog CMOS circuits with similar noise
performance as their bipolar counterparts.

1.2 MOSFET 1/ f Noise Models

MOSFET noise measurements at low-frequencies generally show a noise spectral den-
sity which is roughly inversely proportional to frequency (1/ f or 1/ f -like noise). The 1/ f
noise in MOSFETs has been extensively studied for more than four decades [6]. In spite
of extensive efforts to identify the physical origins of thecurrent fluctuations, a univer-
sally accepted model for simulating 1/ f noise is still lacking. Two theories have been
proposed to explain the physical origins of the flicker noise. It is generally accepted that
fluctuations in the conductivity of the MOSFET channel are responsible for the 1/ f noise.
The conductivity is given by

σ = µ n q (1.4)

whereµ is the mobility of the carriers,n is the concentration of mobile charge carriers,
andq is the electron charge. From Eqn.1.4 a fluctuation in the conductivity can be due to
either a change in the number of carriers (∆N) or a change in the channel mobility (∆µ).

1.2.1 ∆N

In the carrier number fluctuation theory [7–12], originallyproposed by McWhorter
[13], the flicker noise is attributed to the random trapping and detrapping of charge carriers
in oxide traps with different relaxation times near the Si-SiO2 interface. A single trapping-
detrapping event leads to a RTS. The trapping-detrapping process is made possible by the
tunneling of charge carriers from the channel into the oxideinto traps or defect locations.
The RTS spectrum [2] corresponds to transitions between theconduction band and a trap
with relaxation timeτ

S(τ) = ¯(∆N)2 4τ
1+ ω2τ2 (1.5)

If the different kinds of traps have statistical weights

g(τ)dτ =
c
τ

dτ (1.6)

Then the summation of the RTS spectra gives an 1/ f spectrum.

S=

∫ ∞

0
g(τ)S(τ)dτ =

∫ ∞

0

c
τ

¯(∆N)2 4τ
1+ ω2τ2 dτ = 4c ¯(∆N)2 1

f
(1.7)

Thus, according to the number fluctuation model for 1/ f noise in MOSFETs, the
power spectral density is obtained by a superposition of relaxation processes with Lorentzian
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spectra and a distribution of time constants. An appropriate distribution of time constants
is required to give the 1/ f law over an extensive range of frequency. In order to extend
this to ten decades, the spread in time constants must cover many orders of magnitude. In
MOSFETs, it is possible to invoke a physical mechanism (tunneling in the oxide) which
could account for relaxation times distributed between, say, 10−5 and 10+8s. McWhorter
showed that a uniform spatial distribution of oxide traps near the interface will give rise to
a distribution of time constants which add up to yield the 1/ f noise spectrum. Therefore,
τ depends exponentially onx, the distance from the interface into the oxide.

τ = τ0ex/λ (1.8)

whereλ is the effective penetration depth. If the number of traps isT, we get

dT
dτ

=
dT
dx

dx
dτ

=
dT
dx

λ
τ

(1.9)

which gives the needed 1/τ distribution needed to explain the 1/ f noise spectrum. The
number fluctuation model is supported by the widely observedcorrelation between the
flicker noise and the interface trap density [8,10,14–17].

1.2.2 ∆µ
The 1/ f noise is a fluctuation in the conductivity of metals and semiconductors. The

power spectral density is proportional to 1/ f over a wide range of frequencies. The noise
can be measured with simple equipment between 10−2 Hz and 105 Hz. The noise of
homogeneous layers can be expressed by Hooge’s empirical relation [18–21]:

SI

I2 =
αH

f N
(1.10)

whereI is the total current flowing through the sample,SI is the spectral density of the
noise in the current,N is the total number of carriers, andαH is the Hooge’s parameter an
empirical constant with a value between 10−6 and 10−4 [22, 23]. To determine whether
the conductivity fluctuations are due to∆N or ∆µ one needs to determine effects where
N andµ do not appear as a product. Examples of such effects are the Hall effect, thermo
e.m.f., hot-electron effects, etc. The Hall effect in GaAs [24] is an example which demon-
strates that the noise measured across the Hall contacts follows the mobility fluctuations
(∆µ).

The mobility is determined by scattering of free electrons.Lattice scattering by acous-
tic lattice vibrations is always present. Other scatteringmechanisms include: impurity
scattering and electron scattering. The contribution of the two mechanisms resulting in
the mobilityµ is given by Matthiessen’s rule

1
µ

=
1

µlatt
+

1
µimp

(1.11)
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The observed noise is plotted as logαH versus logµ [25]. TheαH −µ dependence exper-
imentally found can only be explained by assuming lattice scattering alone [25]. Thus we
get

∆µ
µ

=
∆µlatt

µlatt
(1.12)

αH = (
µ

µlatt
)2αlatt (1.13)

Measuring the noise in the intensity of scattered light provides an independent way of
proving that the intensity of acoustic lattice modes varieswith a 1/ f spectrum [22].

1.2.3 Unified (∆N and ∆µ)

The number fluctuation model for the 1/ f noise in MOSFETs seems more appropriate
as the charge transport is at the interface. An additional evidence to support the number
fluctuation theory is the increased 1/ f noise in MOSFETs after degradation by hot elec-
trons [26–28] or by ionizing radiations. Measurements on devices from many different
CMOS processes with oxide thickness between 10 and 80 nm suggest that 1/ f noise in
n-MOSFETs behave as predicted by the number fluctuation model [29]. However, in the
same study, the p-MOSFETs exhibit a lower 1/ f noise, which is bias dependent, and is
well explained by the mobility fluctuations model. Thus, in general, the 1/ f noise in
n-MOSFETs is best described by the number fluctuation model and the 1/ f noise in p-
MOSFETs by the mobility fluctuation model with the values ofαH lying between 3×10−7

and 10−3 [30].
Extensive 1/ f noise measurements on MOSFETs give an indication of a more com-

plicated dependence on the gate bias and oxide thickness which is not predicted by the
number or mobility fluctuation models. A unified 1/ f noise model incorporating both the
number fluctuations and correlated surface mobility fluctuations mechanisms was pro-
posed by Hung [31, 32]. The surface mobility fluctuations areattributed to the scattering
effect of the oxide charge. As these fluctuations have the same source of origin they are
correlated. The correlated mobility fluctuations in the unified model are different from the
mobility fluctuations discussed earlier in the∆µ model whose origins are due to phonon
scattering. The unified model is able to explain most noise data reported in literature
and is widely used among circuit designers. In some cases, the unified model uses non-
physical fitting parameters to predict the 1/ f noise observed in p-MOSFETs [33]. The
unified model has a functional form resembling the number fluctuation model at low bias
and the mobility fluctuation model at high bias. This model isoften used as the basis for
circuit simulations.

1.3 Low-Frequency Noise Reduction

Reducing the LF noise in MOSFETs would benefit circuit designgreatly. In this
section, known circuit techniques for noise reduction are reviewed briefly [34].
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• Operating in the ohmic region: 1/ f noise is directly related to the conductance
variations. Thus, the noise reduces for a MOSFET operating in the triode region.
But almost all transistor circuits require voltage amplification, and a MOSFET in
the triode region has a maximum ‘intrinsic voltage gain’ of 1. In majority of appli-
cations, the MOSFETs are operating in the saturation region.

• DC Offset and Drift Reduction Techniques: DC offset and drift are basic prob-
lems in analog circuits, and several techniques have been developed to reduce the
resulting low frequency errors. Examples of such techniques are chopper stabi-
lization [35], auto-zeroing techniques (correlated double sampling [35]), dynamic
element matching [36], dynamic current mirrors [37] and current copiers [38]. The
reduction factor is typically limited by device mismatch, timing errors and charge
injection. All these techniques are limited to use at low frequencies. They do not
help to reduce up-converted 1/ f noise.

• Reduce the Up-conversion of Noise: A theory was proposed to quantify the up-
conversion effect of noise in oscillators [3]. The oscillator is modelled as a linear
time variant system, and an impulse sensitivity function isdefined that characterizes
the sensitivity to up-conversion. Based on this theory, it can be shown that symme-
try in the oscillator waveform helps to minimize the up-conversion [39]. However,
the achievable symmetry is limited especially in cases where complementary de-
vices are used. Furthermore, noise on the control input of a controlled oscillator
remains a problem.

• Phase-Locked Loops (PLL): In a PLL the phase of a VCO is locked to the phase of
a reference signal by means of a phase detector with feedbackloop. If the reference
is clean, the PLL suppresses the phase noise of the VCO by an amount determined
by the loop gain [1]. Although this is a very useful commonly used technique, it
has its limitations. For frequencies larger than the loop bandwidth, the phase noise
of the (effectively free running) VCO still determines the phase noise of PLL. Thus
1/ f noise is still a problem.

1.3.1 Cycling from Inversion to Accumulation

The above mentioned circuit techniques are unable to reducethe intrinsic 1/ f noise
in MOSFETs.

A key factor in an effort to reduce low-frequency noise is to interfere with the self cor-
relation of the physical noisy process and thereby reduce the noise by a rapid switching
between two states: one state that is characterized by a significant generation of low-
frequency noise and another state that is characterized by anegligible amount of low-
frequency noise. Such an experiment was performed with a MOSFET biased in inversion
with considerable low-frequency noise and an ‘off’ state biased in accumulation exhibit-
ing negligible low-frequency noise [40]. The MOSFET was switched between the two
states and sampled in the ‘on’ state for low-frequency noisemeasurements. The ‘off’



8 CHAPTER 1. INTRODUCTION

VGS-on

VGS-off

VT

ID+ inoise

Figure 1.1 Cycling VGS between strong inversion (VGS−on) and accumulation
(VGS−off) (Periodic large-signal excitation).

states introduced between the noisy ‘on’ states reduce the low-frequency noise by inter-
fering with the long time constants associated with trapping and detrapping processes,
and hence with the long time memory that characterizes low-frequency noise.

A similar study was conducted on the RTS noise in MOSFETs by cycling between
inversion and accumulation [41]. The RTS noise in the devices was observed to disappear
when the transistors were cycled into accumulation.

1.3.2 Periodic Large-Signal Excitation

Bloom and Nemirovsky [40] were the first to report that cycling a MOSFET between
strong inversion and accumulation reduces the low-frequency noise. Shortly after, their
results were reconfirmed and related to RTSs observed on small geometry devices [41].
The effect was again observed in ring oscillator phase noiseexperiments [42], and seemed
to be the first to use it in designing CMOS circuits.

Fig.1.1 illustrates the basic idea of cycling a transistor between a conductive state and
a non-conductive state for an n-MOSFET. A voltage source with a square wave signal
switches the gate-source voltage of the n-MOSFET between two bias values. The high
level, VGS−on, is larger than the threshold voltage, so that the transistor is biased at a
constant voltage in strong inversion. This biasing corresponds to periodic large-signal
excitation. In our approach, the low level,VGS−off , is equal or lower than the threshold
voltage and can be varied. Depending onVGS−off , the low state of the square wave corre-
sponds to biasing the MOSFET in moderate inversion, weak inversion or accumulation.
The benefits of using such biasing scheme are two-fold. Firstly, using such a technique
decreases the low-frequency noise, making better optimization of circuit design possible.
Secondly the power consumption in the circuit is minimized as the MOSFET is not al-
ways ‘on’. Biasing the MOSFET with a constant gate-to-source voltage corresponds to
the steady-state. Fig.1.2 shows the comparison between a MOSFET in steady-state and
under periodic large-signal excitation.
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From our discussion in section 1.2, the low-frequency noisein sub-micron MOSFETs
is expected to be composed of two major noise contributing mechanisms:

• RTS noise: This low-frequency noise has a Lorentzian power spectral density [2],
and is caused by the charge trapping into defects in the oxide. These traps have a
wide range of time constants. Shrinking MOSFET dimensions have made the RTS
noise dominant.

• 1/ f noise: Although the low-frequency noise is dominated by RTS noisein MOS-
FETs, other fluctuation mechanisms causing 1/ f noise must occur as well. Espe-
cially the 1/ f noise caused as a result of the mobility fluctuations.

The decrease in the low-frequency noise observed can be explained by the fact that
the dominant RTSs, which are caused by carrier trapping intoslow oxide states, no longer
contribute to the noise of the system. We do not expect that setting the MOSFET in
accumulation alters the lattice properties, or at least does not reset its long-term memory
(this is indeed assuming that phonon-limited mobility is a lattice property, not a free-
carrier property!) The technique indicates a possibility to identify and thus maybe to
separate the contributions of different sources of 1/ f noise in MOSFETs.

1.4 Scope

We have seen from the above discussions that the low-frequency noise is an important
limiting factor for analog circuits. The noise is also of concern for future deep sub-
micron digital circuits (bit errors). Furthermore, the effect of the low-frequency noise is
not confined to low frequencies but it is also up-converted toRadio Frequencies (RF) in
electronic circuits like oscillators and mixers. Hence themodeling of this low-frequency
noise and techniques to reduce its effect are important, andare likely to become even
more important in the future. It has been reported in literature that the low-frequency
noise in MOSFETs decreases significantly under changing gate bias. Unfortunately, the
circuit simulators available do not model this behavior [34]. Even circuit simulators that
support time-variant noise sources (e.g. periodic steady-state analysis of Spectre RF), do
not adequately model the observed effects.

The objective of this thesis is to characterize and model thelow-frequency noise under
periodic large-signal excitation. Special attention is paid to the dependence of the noise
on parameters that can be manipulated in analog circuit design.

1.5 Outline

The outline of this thesis is as follows.Chapter 2deals with the spectral measurements
of the low-frequency noise in MOSFETs under steady-state and under periodic large-
signal excitation. Previous noise measurements on n-MOSFETs revealed that the low-
frequency noise power spectral density decreases, when thetransistor is switched ‘off’
periodically (periodic large-signal excitation) [34,42–44]. Similar experiments are carried
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Figure 1.2 Comparing steady-state and periodic large-signal excitation.

out on p-MOSFETs with different device geometry and gate-oxide thickness (tox) [45,46].
The steady-state low-frequency noise and the noise under periodic large-signal excitation,
are investigated as a function of the biasing conditions andare compared with each other.
Our low-frequency noise measurements show that RTS noise emerges as a dominant noise
source in sub-micron MOSFETs.

The RTS measurements on MOSFETs (both n-type and p-type) fabricated in a modern
CMOS processes are discussed in detail inchapter 3. RTS noise under large-signal excita-
tion is investigated and a novel RTS parameter extraction procedure in the time-domain to
measure the RTS time-constants, under periodic large-signal excitation is proposed [47].
The extracted RTS parameters are verified by a comparison with the RTS noise power
spectral density measured by a spectrum analyzer. The technique of determining the sta-
tistical lifetimes and amplitudes of the RTS by fitting the signal level histogram of the
time-domain record to two gaussian histograms has been reported in literature [48, 49].
This procedure is used for analyzing the ‘noisy’ RTS along with the device background
noise, which turned out to be 1/ f noise [50]. The 1/ f noise of the device is separated
from the RTS using this procedure. The emphasis, in this chapter is on measuring RTS in
thetime-domain, under both steady-state and periodic large-signal excitation.

The primary objective of this thesis was to model the observed low-frequency noise
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behavior. Inchapter 4we present a physical RTS model, which can be used under steady-
state and under large-signal excitation [51]. Our model results are verified by the time-
domain RTS measurements under steady-state and periodic large-signal excitation pre-
sented inchapter 3. In addition, trap behavior under transient biasing conditions is inves-
tigated. This is normally not observable in steady-state. By using our time-domain RTS
measurements during transient biasing and under periodic large-signal excitation we are
able to predict the RTS time-constants when the device is ‘off’!

The physical origins of the RTS noise are in defects in the gate-oxide and its interface.
The reliability of the gate-oxide and its interface gains importance with down-scaling.
In chapter 5we report the impact of hot-carrier stress on the low-frequency noise in
MOSFETs under steady-state and under periodic large-signal excitation. The increase in
the the low-frequency noise under steady-state and periodic large-signal excitation after
hot-carrier stress is investigated.

The final conclusions drawn from the thesis are presented inchapter 6.
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Noisy signals in another view,
Look completely different, if not new.
A composition of different frequencies... makes sense,
When viewing the signal with a Fourier lens.

The power spectral density,
Used extensively in our noise study,
Is measured by a spectrum analyzer,
Making the noise analysis a lot wiser!!

Increasing noise with scaling device dimension,
Is a growing problem, limiting circuit optimization.
Can this noise be reduced intrinsically ??
By turning the device ‘off’ periodically ?? 2
Low-Frequency Noise - Spectral Analysis

THE low-frequency (LF) noise becomes a dominant factor in limiting the dynamic
range of operation of the MOSFET with decreasing device sizes. The fluctuation

in the drain current of a MOSFET is generally specified in terms of its mean-square
variation about the average value. The noise current power spectral density (PSD), ex-
pressed as̄i2/∆ f , mean-square current variation per unit bandwidth of frequency (with
units A2/Hz), is a very effective way of measuring the noise power of the fluctuation
in drain current in a MOSFET under bias. As reported in the introduction chapter, cy-
cling a MOSFET between strong inversion and accumulation reduces the low-frequency
noise [40, 41]. In order to investigate this effect extensive LF noise measurements were
carried out on MOSFETs. This chapter reports our spectral measurements of the LF
noise in MOSFETs under steady-state and under periodic large-signal excitation. Previ-
ous noise measurements on n-MOSFETs revealed that the LF noise PSD decreases, when
the transistor is switched ‘off’ periodically (periodic large-signal excitation) [34, 42, 43].
In this chapter, similar experiments were carried out on p-MOSFETs with different device
geometry and gate-oxide thickness (tox). The steady-state (constant bias) LF noise and
the noise under periodic large-signal excitation (switched biased noise), have been inves-
tigated as a function of the biasing conditions and were compared with each other. The
p-MOSFETs show a similar LF noise reduction under periodic large-signal excitation as
observed in n-MOSFETs, thus suggesting a common origin for the low-frequency noise
in both n-type and p-type, small geometry MOSFETs.

This chapter is organized as follows: the first section dealswith the mathematical
analysis of the noise PSD under steady-state and under periodic large-signal excitation.
In section two, the noise measurement setup is explained in detail. Also discussed are the
steady-state and dynamic biasing conditions at which the noise measurements are carried

13
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Figure 2.1 Mathematical analysis of the PSD of a noise signal under periodic
large-signal excitation (square wave modulated).

out. Section 3, discusses the various results from the spectral noise measurements on the
devices. Finally, the chapter concludes with discussions about the measurement results.

2.1 LF noise PSD

The PSD, describes how the noise power (or variance of a random variable) of a time
series is distributed with frequency. Assume that the LF noise signal is a stationary ran-
dom signal (n(t)). The PSD or power spectrum (S( f )) of such a signal is mathematically
defined by theWiener-Khintchine theoremas the Fourier Transform of the autocorrela-
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Figure 2.2 The expected noise reduction (in dB) in the LF noise PSD of a
MOSFET under periodic large-signal excitation as a function of the
duty-cycle of the excitation signal. [20log10(100/duty-cycle(%))]

tion sequence of the random noise signal [52–54]. An equivalent definition of PSD is the
squared modulus of the Fourier transform of the time series,scaled by a proper constant
term.

Fig.2.1 shows the spectral analysis of a square wave modulated noise signal.n(t)
represents the LF noise in the MOSFET in time domain. The MOSFET is periodically
switched ‘off’ with a duty-cycle of 50% under periodic large-signal excitation. This is
equivalent to modulatingn(t) with a square wavem(t). The fourier transform is rep-
resented byQ( f ). The PSD (S( f )) is the squared modulus ofQ( f ). The PSD of an
unmodulated noise signal (steady-state) is then compared with a noise signal which is
modulated with a square wave (periodic large-signal excitation). If the PSD is expressed
in dB (decibel), we can easily deduce that the PSD of a square wave modulated sig-
nal is 10log(A2N)− 10log(A2N/4) or 6.02 dB lower than the PSD of the unmodulated
noise signal for frequencies below the switching frequencyof the modulating square wave
( f0)(Fig.2.1). The first alias atf0 (frequency of excitation) does not have a significant in-
fluence on the baseband signal as we are only interested in theLF noise. This can be
easily verified by plotting the DC and first alias on a log-f plot.

Fig.2.2 shows the expected noise reduction in dB as a function of the duty-cycle of
the switching gate signal, in the low-frequency range belowthe excitation frequency.
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VGS on

VGS off

Figure 2.3 Setup for measuring noise under steady-state and under periodic
large-signal excitation.

2.2 LF noise measurements

The setup shown in Fig.2.3 is used to study the noise spectra in n-MOSFETS in steady
state (constant bias) as well as under periodic large-signal excitation (switched bias) [43].

2.2.1 Measurement Setup

A differential setup is used for measuring the LF noise PSD ona matched pair of
MOSFETs. The differential probe (Tektronix 6046) is used toattenuate the common-
mode signals which arise from the function generator or other noise sources thus provid-
ing a balanced operation of this circuit. If the MOSFETs do not match sufficiently, the
differential input signal to the differential probe will bebeyond the active range of the
probe prohibiting a correct measurement. The setup measures the sum of the uncorre-
lated noise in the matched MOSFET pair. The LF noise can be associated with either of
the MOSFETs by dividing the measured noise by two. With this setup, the LF noise of
the MOSFETs is modulated by the repetitive switching ‘on’ and ‘off’ of the transistors.
When the MOSFETs are switched ‘off’, the probe is connected to the supply voltage, and
the differential noise it picks up (thermal noise from the two drain resistors) is negligible.
Hence we expect, in the absence of other effects, to see a modulated LF noise spectrum.
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The source and bulk of the MOSFET are connected to ground. Thetwo cascode tran-
sistors (BC550) maintain the drain voltage of the MOSFETs ata nearly constant value of
VBE below the applied voltageVC at the base of the NPN transistors. The resistorsR1 and
R2 convert the drain current of the MOSFET into an equivalent voltage which is fed to
the differential probe. The resistors do not significantly contribute to the total noise that
is seen by the probe as they are of very high resistance as compared to the MOSFET. The
oscilloscope allows monitoring of the signal that goes to the spectrum analyzer. Since
the probe has a high gain, DC balance adjustment is necessarybefore each measurement
and is done by adjusting the drain resistor (R5) and trimming capacitors (C1,C2). Bat-
teries are used for generating the necessary voltages in thecircuit to minimize the 50
Hz interference. The gate voltage of the MOSFET is controlled by a function generator
(HP 8904A Multi-function synthesizer, HP 8112A pulse generator) which provides for a
constant biasing (steady-state) or a periodic large-signal excitation as is required for the
measurement. The spectrum analyzers used in the measurement setup (HP4195A spec-
trum analyzer and the E550 Phase Noise Setup) to measure the noise PSD of the devices
under test. The E550 measures the noise PSD in units dBV2/Hz while the HP4195A uses
dBµV/

√
Hz.

This simple setup can be easily realized using standard equipment, and allows for
easy measurement over a relatively large frequency range. In order to verify that the
measured noise power is indeed originating from the MOSFET,and not due to something
else in the measurement setup, we measure the noise floor of the setup by measuring the
noise-power when the MOSFET is ‘off’ and the probe and probe preamplifier connected
to the spectrum analyzer. The noise floor is found to be significantly lower than the
noise spectra measured. The measurement setup measures theoutput drain-current noise
PSD. The input referred noise PSD can be determined by dividing by the square of the
transconductancegm

2.
The setup for measuring noise on p-MOSFETs is functionally similar to the one used

above (Fig.2.3. The cascode NPN transistors replaced by PNPtransistors, in addition to
the changes needed in the supply voltages for the p-MOSFETs.The functioning of the
noise measurement setup for p-MOSFETs is similar to that of the n-MOSFET measure-
ment setup [46].

2.2.2 Measurement Conditions

The LF noise measurements on n-MOSFETs under steady-state and under periodic
large-signal excitation have been reported earlier [43, 44]. However, it was not known
if p-MOSFETs exhibited a similar behavior and hence p-MOSFETs were used in this
study. The p-MOSFETs on which the LF noise measurements are done have a geometry
of W:L=10:0.3 and W:L=10:1 (W and L are the width and length ofthe p-MOSFET in
µm). The p-MOSFETs have a substrate doping of 5× 1017cm−3, andtox of 2.0; 3.6; 7.5;
10 and 20 nm.

The first set of p-MOSFET noise measurement involves changing the ‘off’ voltage of
the switching gate signal. TheVGS−VT value was kept at around 0.4 V, ensuring that
the p-MOSFETs were in the saturation region, and also in strong inversion. The ‘off’
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Figure 2.4 LF noise PSD of a p-MOSFET (W:L=10:1) withtox=10 nm, mea-
sured using our setup under steady-state and periodic large-signal
excitation. αH=3.5×10−4 for the steady-state spectrum. Also
shown is the expected 6 dB noise reduction for a 50% duty-cycle of
the excitation large-signal. The LF noise PSD under periodic large-
signal excitation is lower than the expected 6 dB noise reduction.

gate bias voltage was then systematically varied from, justbelow the threshold voltage to
well below the threshold voltage, and the corresponding switched bias noise is measured.
The duty-cycle of the switching gate signal was also varied during the LF noise measure-
ments. The constant biased LF noise measurements were also done on p-MOSFETs with
differenttox. For all measurements a constant drain-current (ID) has to be used for a fair
comparison between the measurements. In our case a constantdrain current of 17µA
was forced through the p-MOSFETs, during the constant dc bias measurements.

2.3 Measurement Results

Fig.2.4 shows the noise PSD of a p-MOSFET (W:L=10:1), under steady-state and
under periodic large-signal excitation. The noise spectrabetween 1 Hz and 10 kHz are
shown for the steady-state case (no switching) and for the periodic large-signal excita-
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Figure 2.5 LF noise PSD of a p-MOSFET with smaller gate area (W:L=10:0.3)
under steady-state and periodic large-signal excitation.The steady-
state LF noise PSD is not 1/ f in nature.

tion of frequency 10 kHz and a duty-cycle of 50%. On comparingthe LF noise power
under steady-state and under periodic large-signal excitation for the same measurement
bandwidth, we observe a noise reduction of more than 6 dB, when the transistors are pe-
riodically switched ‘off’. Also shown in the figure is the 6 dBexpected noise reduction
as compared to the steady-state case, for a 50% duty-cycle ofthe excitation large-signal.
In order to make a comparison between a large number of devices, an empirical measure
for the ‘noisiness’ of each device is needed. Integrating the measured noise PSD in a
given bandwidth gives us the noise power of the device. This integration is done both for
the steady-state case and for the periodic large-signal excitation. The difference between
these two averages gives the noise reduction. If the LF noisePSD is 1/ f in nature then
the noise power atf =1 Hz, is simply f times the noise power at frequencyf . The noise
reduction (dB) (provided the slope of the LF noise PSD for both the steady-state and the
periodic large-signal excitation is the same for a given bandwidth) is the difference be-
tween the LF noise power under steady-state and under periodic large-signal excitation.
In our measurements the LF noise is measured in the linear portion of the noise spectrum
at 100 Hz.

Fig.2.5 shows the noise PSD of a p-MOSFET (W:L=10:0.3), under steady-state and
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Figure 2.6 Noise PSD (dB) in a p-MOSFET by changing the ‘off’ voltage of
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(calculated atf =100 Hz) as a function of the ‘off’ voltage of the
periodic large-signal and the expected 6 dB noise reductionfor a
50% duty-cycle of the excitation signal.

under periodic large-signal excitation. The LF noise measurements on p-MOSFETs with
smaller geometry (W:L=10:0.3), show a larger spread from device-to-device under similar
biasing conditions, as compared to devices with larger geometry (W:L=10:1). Also, the
LF noise PSD of the smaller devices is typicallynot1/ f in nature but rather a Lorentzian
(Fig.2.5). Note that the slope of the LF noise PSD under periodic large-signal excitation
is approximately 1/ f rather than 1/ f 2.

Fig.2.6 shows the noise reduction obtained as a function of the ‘off’ value of the pe-
riodic large- signal. Also shown is the expected noise reduction, which is 6 dB below the
DC biased value, because of the 50% duty cycle of the excitation signal. The noise reduc-
tion increases with increase in the ‘off’ value (beyond threshold) and then finally tends
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Figure 2.7 Steady-state LF noise PSD of p-MOSFETs (W:L=10:1) with vary-
ing tox. A fixed drain-current of 17µA is forced through all the
devices. LF noise PSD reduces as the gate-oxide are reduced.

to saturate, suggesting a limit to the amount of noise reduction that can be obtained as a
result of periodic large-signal excitation. This is in accordance with the results presented
in [40, 41], reporting increasing noise reduction closer toaccumulation. However, with
the differential setup we can obtain more detailed spectralinformation and over a wider
band of frequencies. We see for instance a more or less flat plateau below the excitation
frequency, which gradually changes to an noise spectrum with reduced power density at
low frequencies.

Fig.2.7 shows the drain current noise spectral density of p-MOSFETs with different
tox under steady-state (constantVGS-VT). A drain current of 17µA, was forced through
the transistors during the constant bias noise measurements. The LF noise PSD decreases
with thinner gate-oxide thickness of the p-MOSFETs. The LF noise measured on the
linear portion of the noise spectrum at 100 Hz and at 5 kHz is then plotted as a function
of tox in Fig.2.8. For clean 1/ f spectra there should be no difference in the slope of the
noise power versustox measured at 100 Hz or 5 kHz. In our case, this is not the case and
the data points indicate that the noise power (SID ) has a power dependence of 0.37 and
0.9 ontox measured at 100 Hz and 5 kHz respectively.

The noise measurements under steady-state and under periodic large-signal excitation
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Figure 2.8 LF noise measured under steady-state on p-MOSFETs (W:L=10:1)
with varyingtox at f =100 Hz andf =5 kHz.

are also done on p-MOSFETs with a different geometry (W:L=10:0.3) and varyingtox.
During the noise measurements under periodic large-signalexcitation on devices with dif-
ferenttox, the amplitude of the excitation signal is kept constant. The ‘off’ voltage of the
excitation signal is kept in the region where the maximum possible noise reduction is ob-
served. In Fig.2.9, the noise reduction obtain by periodic large-signal excitation is plotted
against the LF noise under steady-state, for devices with differenttox, similar to [44]. The
number of points is the number of p-MOSFET devices measured.From the figure, we can
identify two classes of devices. The first are the devices with a significant noise reduction
(greater than 6 dB). These devices are the ones which also show a significantly high LF
noise under steady-state. The second are the devices which show almost no significant
noise reduction (6 dB or less). These are the devices which showed the least LF noise un-
der steady-state. In general, we can infer that the larger the LF noise under steady-state,
the larger was the noise reduction observed on that transistor under periodic large-signal
excitation.

In Fig.2.10, the noise reduction obtained for each device isplotted against thetox.
As seen from the figure, the noise reduction increases as thetox increases. This can also
be understood from Fig.2.8, and Fig.2.9. The steady-state LF noise increases as thetox

increases, and the noise reduction is larger when the steady-state LF noise is large. Thus
combining these two results, we expect a larger noise reduction for devices with thicker
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Figure 2.9 Noise reduction (dB) obtained by periodic large-signal excitation
plotted as a function of the corresponding steady-state LF noise,
for different p-MOSFETs with differenttox (W:L=10:0.3).

tox. A similar trend is observed for transistors with geometry 10:1. Note that for most
devices the noise reduction measured was greater than 6 dB, the expected noise reduction
for a 50% duty cycle of excitation signal.

2.4 Discussion

The results of the LF noise measurements under steady-stateand under periodic large-
signal excitation on n-MOSFETs reported in [43,44] can be summarized as follows: peri-
odic large-signal excitation, on average, results in a decrease in the noise of n-MOSFETs.
In accordance with [40, 41], switching between inversion and accumulation results in a
noise reduction that depends on the ‘off’ voltage. The noisereduction also occurs at high
excitation frequencies up to 1 MHz. Different devices reactdifferently to periodic large-
signal excitation. Most devices show a decrease in LF noise,while some devices may
show an increase in LF noise. The most noisy devices, those limiting circuit yield, show
the largest decrease in noise under periodic large-signal excitation.

Our p-MOSFET LF noise measurements show similar behavior asthe n-MOSFETs
as can be seen from Figs.2.6, 2.9. The 1/ f noise behavior in MOSFETs is explained
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µ

Figure 2.10 Noise reduction (dB) obtained by periodic large-signal excita-
tion versus the gate oxide thickness for different p-MOSFETs
(W:L=10:0.3).

by the mobility fluctuation model described by the Hooge parameter and the number
fluctuation model based on the theory of trapping and de-trapping of charge carriers in
traps located in the oxide or at the interface [13, 30]. The unified model for the flicker
noise proposed by Hunget al. [31], incorporates both the number fluctuations and the
surface mobility fluctuations. Defects at the interface or in the oxide, are trapping centers
for charge carriers, which causes Random Telegraph Signals(RTS). The PSD of an RTS
has a slope of 1/ f 2 [2]. With a proper distribution of the defects, it is possible to generate
1/ f noise spectrum by the addition of the individual RTS spectra. The number of charge
carriers (N) in the channel are an important parameter in determining whether RTS spectra
dominates the 1/ f noise of the MOSFET [30]. In our measurements, the large areap-
MOSFETs typically had N>1/10αH which is why the spectra was more 1/ f -like.

Our measurements on p-MOSFETs (Fig.2.5) with smaller gate area clearly indicate
that the RTS spectra dominate the LF noise spectra as the number of carriers under the
small gate area devices is low. In our measurements, the devices in which the RTS spectra
dominated the LF noise spectra had N<1/10αH. The large spread in the LF noise of
small geometry devices under similar biasing conditions isbecause in these devices the
LF noise PSD are dominated by RTS spectra.

The decrease in the LF noise under periodic large-signal excitation can be explained



2.5. CONCLUSIONS 25

assuming that the LF noise in our devices is dominated by the noise due to the RTS
(number-fluctuation model). When a transistor is periodically switched ‘off’, there is a
high probability that the traps with energies located closeto the Fermi level, are emptied,
leading to a change in the occupancy of the traps. This changein the bias thus results
in the change of mean capture and emission time constants of the trap, which in turn
leads to a reduced noise spectrum. As the ‘off’ voltage goes deeper below the threshold
voltage, more traps are emptied in the ‘off’ state. Thus, thenoise reduction increases
with increasing amplitude of the switching gate signal. Themaximum noise reduction is
reached, when all the traps involved in the trapping de-trapping process (which causes the
LF noise under steady-state) are emptied during the ‘off’ state of the transistor. A further
change in the ‘off’ voltage now has no effect on the noise spectrum.

Our LF noise measurements on p-MOSFETs with variabletox are consistent with that
reported in [45]. SVG, the noise spectral density referred to the gate side, is given by SVG

= SID /gm
2, where SID is the drain current noise spectral density and gm is the MOSFET

transconductance. The empirical relation (Eqn.1.10) predicts atox
0.5 dependence on SID ,

in the saturation regime, for measurements done under constant current conditions. Our
p-MOSFET measurement results showtox

p dependence on SID (p=0.37 @5 kHz, and
p=0.9 @100 Hz) and thustox

1+p dependence on SVG. This indicates that in our noise
spectrum, in the low-frequency region (100 Hz) the noise is more ∆N like, and near 5
kHz, the noise spectrum obeys the empirical relation, and thus∆µ . This could indicate
presence of∆N related noise on top of bulk 1/ f noise. Further, the noise measurement
results under periodic large-signal excitation, gives a strong indication that the LF noise
in our p-MOSFETs is dominated by the noise due to RTSs.

2.5 Conclusions

The p-MOSFET LF noise measurements under steady-state and under periodic large-
signal excitation do not differ from the n-MOSFET noise measurements, thus suggesting
a common source of origin for the low frequency noise in smallgeometry MOSFETs
(n-type as well as p-type). In almost all cases, the LF noise reduction obtained for the
p-MOSFETs, was more than 6 dB. The noise reduction increaseswith increasing ‘off’
value of switching gate voltage, and then tends to saturate.The larger the LF noise in
a p-MOSFET, the larger was the noise reduction observed under periodic large-signal
excitation. The influence oftox on p-MOSFET LF noise under steady-state indicates
presence of∆N related noise on top of bulk 1/ f noise. Also, the fact that we get a LF noise
reduction under periodic large-signal excitation, suggests that the source of origin for the
low-frequency noise is due to the random trapping and de-trapping of charge carriers in
the traps located in the oxide or at the interface.
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Noise is a random phenomenon whose detailed study,
Needs pre-requisites of statistics and probability.
The Low-Frequency noise PSD of modern devices,
Are dominated by Lorentzians arising from RTSs..

The RTS Noise PSD as you may follow,
Doesn’t completely distinguish between RTSs: fast and slow,
An RTS in the time-domain, incidentally,
Provides more information and is described completely.

Such an RTS under periodic large-signal excitation-
Exhibits noise power which is different and draws attention.
The RTS parameters under switched bias vary,
Making the RTS ‘Cyclo-stationary’ !! 3

RTS - Time Domain Analysis

WITH device scaling and emerging sub-micron CMOS technologies, the low fre-
quency (LF) noise power spectral density (PSD) of MOSFETs isdominated by

Lorentzians (explained later in the chapter), arising fromRandom Telegraph Signals
(RTS). The need for accurately characterizing this RTS noise in devices fabricated in
sub-micron CMOS processes is gaining importance. The physical origin of an RTS is at-
tributed to the random trapping and de-trapping of mobile charge carriers in traps located
at the Si-SiO2 interface or in the silicon-dioxide. An RTS has two distinctlevels and it
switches between the two states at random moments. The RTS isobserved in MOSFETs
as a fluctuation in the drain current. The most common way for analyzing an RTS is mea-
suring the averaged PSD using a spectrum analyzer. A pure two-level RTS is represented
in the frequency domain by a Lorentzian spectrum [2].

RTS measurements on MOSFETs (both n-type and p-type) fabricated in modern CMOS
processes are discussed in detail in this chapter. The main focus of this research is to in-
vestigate the RTS noise under large-signal excitation and we propose a RTS parameter
extraction procedure in the time-domain to measure the RTS time-constants, under pe-
riodic large-signal excitation. The extracted RTS parameters were used in an analytical
noise PSD expression, and compared with an RTS noise PSD measured by a spectrum
analyzer. The technique of determining the statistical lifetimes and amplitudes of the
RTS by fitting the signal level histogram of the time-domain record to two-gaussian his-
tograms has been reported in literature [48]. This procedure was used for analyzing the
‘noisy’ RTS along with the device background noise, which turned out to be 1/ f noise.
The 1/ f noise of the device can then be separated from the RTS using this procedure. To
summarize, in this chapter, the emphasis is on measuring RTSin the time-domain, under
both steady-state and periodic large-signal excitation.

27
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This chapter is organized in the following manner. The first section is a review of
random signals and their statistical analysis. The aim of this section is to provide the
necessary background statistical information for analyzing the RTS. Next, the RTS noise
PSD under steady-state and under periodic large-signal excitation is discussed. In the
next section, the noise measurement setup is explained in detail. Also discussed are the
steady-state and periodic large-signal excitation time-domain RTS measurements. This is
followed by the various results from the spectral and time-domain noise measurements
on RTSs. Finally, the chapter concludes with some discussions about the measurement
results.

3.1 Statistical Analysis

Unwanted electrical signals arising from a variety of sources are classified as noise.
A noise signal is unpredictable or random in nature. Any description of a noise (ran-
dom) phenomenon is incomplete without a statistical analysis of the random signal. The
following subsections on statistical analysis available in literature [52–55], provide the
necessary framework or mathematical background to enable the detailed analysis of the
MOSFET noise or RTS noise in particular. In this respect, we begin with the standard
mathematical means of describing a purely random (stochastic) waveform. The reader
who is familiar with the mathematics of statistical analysis can skip section 3.1.1 and
continue from section 3.1.2. The next section discusses theRTS. This includes the prob-
ability distribution of the RTS and the PSD of the RTS. The final section deals with the
cyclo-stationary RTS.

3.1.1 Random Processes

A random variableX(s) maps the outcomess of a chance experiment into numbers
along the real line. Arandom process(also known as astochastic process) maps outcomes
into realfunctions of time. The collection of time functions is called anensemble, and each
member is called asample function.

Fig.3.1 clarifies the concept of a random process. The basic premise regarding random
processes is that the sample function being observed is not known. The value of the signal
at time t1 is completely random. In other words,v(t1,s) constitutes arandom variable.
Similarly the time slice at t2 constitutes another random variable. A random process thus
is a family of random variables.

Ensemble Averages and Correlation

A stochastic process is characterized by its average statistical properties. Consider
a random variableX with possible valuesx1,x2,x3, ...., with probabilities of occurrence
P(x1),P(x2),P(x3), .... As the number of measurementsN of X becomes very large, we
observe the outcomeX = x1 occurringNP(x1) times, the outcomeX = x2 occurring
NP(x2) times, etc. Themeanor average valueof all these measurements is the sum
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Figure 3.1 Noise (random) waveforms from an ensemblev(t), as a function of
time.

of these measurements divided byN. Themean(m) of the random variableX is called
theexpectationof X and is represented bȳX or E(X).

X̄ ≡ E(X) = m= ∑
i

xiP(xi) (3.1)

For a continuous random variable the range of the variable isdivided into small in-
tervals∆x. The probability thatX lies in the rangexi andxi + ∆x is P(xi) and is equal to
f (xi)∆x. f (x) represents the probability density function of the random variable. In the
limit, as∆x→ 0, the summation in Eqn.3.1 is replaced by an integral.

m=

∫ +∞

−∞
x f(x)dx (3.2)

The average represents thefirst momentof the random variable. In general,E(Xn)
is referred to as thenth momentof the random variableX. If the random variable is a
function of two random variables then thenth momentof the random variable is given by

E(Xn,Yn) =

∫ ∫ +∞

−∞
xnyn fXY(x,y)dxdy (3.3)

A useful statistical measure is thevariance(σ2) of the random variable. This is given by

σ2 ≡ E[(X−m)2] =
∫ +∞

−∞
(x−m)2 f (x)dx (3.4)
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where,m is the mean of the random variable andf (x) is the probability density function
of the random variable. Thecovarianceµ of two random variablesX andY is defined as

µ ≡ E{(X−mx)(Y−my)} (3.5)

The covariance function measures the common variation of the random variablesX and
Y. It is the difference inE[XY] and E[X]E[Y]. If the random variablesX andY are
statistically independent thenE[XY] is equal toE[X]E[Y] and the covariance is 0. The
autocorrelationfunction of a random processx(t) is defined as

RX(τ) = lim
T→∞

1
2T

∫ +T

−T
x(t)x(t + τ)dt (3.6)

The importance of the the above mentioned statistically parameters is evident when
one relates the random variables to the electrical noise in circuits. The following are the
relations between time averages and ensemble averages of a random signal:

• The mean value of the random signalm corresponds to theDC component.

• The mean squared value of the random variablem2 equals theDC power.

• The mean square value equals thetotal average power.

• The variance (σ2) equals theAC power, or the power in the time-varying compo-
nent.

• The standard deviation (σ ) equals therms valueof the time-varying component.

Gaussian density function and Central-limit theorem

Thegaussian(also callednormal) probability density function is of the greatest im-
portance because many naturally occurring experiments arecharacterized by random vari-
ables with a gaussian density including noise in MOSFETs. A gaussian process is char-
acterized by a gaussian probability density function. Furthermore, the importance of the
the gaussian density function is evident from thecentral-limit theorem. The central-limit
theorem for random variables indicates that the probability density of a sum ofN indepen-
dent random variables tends to approach a gaussian density as the numberN increases.
The mean and the variance of this gaussian density are the sumof the means and the sum
of the variances of theN independent random variables. The theorem is valid even when
the individual random variables are not gaussian.

In many engineering applications, the central-limit theorem (and hence gaussian den-
sity) plays an important role. The output of a linear system is a weighted sum of the input
values, and if the input is a sequence of random variables, the output can be approximated
by a gaussian distribution. More specifically, the total noise in the system can be modelled
by a gaussian distribution.
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Stationary and Ergodic Processes

A stationaryrandom process is one whose characteristics remain invariant over all
time. Stated in another way, any translation of the time origin along the ensemble does
not in any way affect the values of the ensemble averages. Fora stationary random process
the joint statistics are independent of time shifts.

A random process isergodicif every member of the process carries with it the com-
plete statistics of the entire process. The ensemble averages will equal the appropriate
time averages. A necessary condition for ergodicity is thatthe process must be stationary,
but all stationary processes are not ergodic. If a random process is assumed to be an er-
godic process, it leads to rather simple and intuitively meaningful relationships between
statistical properties and time averages described earlier. Moreover, many of the random
processes encountered in communication systems and electronics fit the ergodic model
to a reasonable degree. Throughout this thesis we shall assume that the random signals
(noise) come from ergodic sources.

Power and Energy of a Random Signal

Let x(t) be a stationary random signal. An immediate consequence of stationarity is
thatx(t) is apower signal, and the signal power

PT(s) =
1
T

∫ +T/2

−T/2
x2(t)dt (3.7)

is averaged over−T/2 < t < T/2. The total energy inx(t) is

lim
T→∞

TPT(s) =

∫ +∞

−∞
x2(t)dt (3.8)

If the energy is finite,|x(t)| → 0 as|t| →∞, then the ensemble averages would differ for
large values oft, contradicting the definition of stationarity. Hence the power (rather than
the energy) of a random signal is an important parameter. Eqn.3.7 represents the power in
a sample function out of an ensemble. Since the sample function is not known in advance,
theaverage powerdefined as

P̄ = lim
T→∞

E[PT(s)] (3.9)

is used to express the power in a random signal. The notationP̄ reflects the expecta-
tion operatorE[PT(s)], which is performed after taking the limitT → ∞ to ensureP̄
exist. However, the order of time integration and expectation can be interchanged. Thus
the average power̄P is the time averaging after ensemble averaging,〈E[x2(t)]〉 (angular
brackets indicate time average).

Power Spectral Density and the Wiener-Khintchine theorem

A strictly periodic function can be expanded in a Fourier series. In the limit in which
the period tends to infinity the series expansion is replacedby an integral. The Fourier
transform and its inverse for a random signalx(t) is given as follows:
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X(ω) =
∫ +∞

−∞
x(t)e− jωtdt (3.10)

x(t) =
1

2π

∫ +∞

−∞
X(ω)ejωtdω (3.11)

The Fourier transform thus acts like an operator between thetime domain and the
frequency domain. The Fourier transform is often useful in determining the spectral in-
formation contained in a signal. The energy in the signal canbe obtained using Parseval’s
theorem.

∫ +∞

−∞
[xT(t)]2dt =

1
2π

∫ +∞

−∞
|XT(ω)|2dω (3.12)

The subscriptT refers to the time interval in which the fluctuations are non-zero. The
left-hand side of Eqn.3.12 represents the total energy in the random signal in the time-
domain and the right-hand side in frequency domain. The average power is obtained by
dividing Eqn.3.12 byT and taking the limit asT →∞ (See Eqn.3.9).

lim
T→∞

1
T

∫ +∞

−∞
[xT(t)]2dt = lim

T→∞

1
2π

∫ ∞

0

2|XT(ω)|2
T

dω (3.13)

Eqn.3.13 represents the average power in the random signal (both in time-domain as well
as frequency domain). A closer look at the term 2|XT(ω)|2/T, shows that it has units of
power per Hertz, which are the same units as that of the power spectral density (PSD). An
ensemble average for this stochastic parameter is defined asthepower spectral density.

S(ω) = lim
T→∞

E[
|2XT(ω)|2

T
] (3.14)

The autocorrelation function is given by Eqn.3.6. Applyingthe Fourier transform to
it leads us to the expression in Eqn.3.14. The Wiener-Khintchine theorem relates the
autocorrelation function to the PSD of the random signal.

3.1.2 Probability Distribution of RTS

Waveforms used in data communication systems are modelled by a random sequence
of pulses. A Random telegraph signal (RTS) is one such signalof interest. Our interest in
RTS stems from the drain-current noise observed in the time-domain on small geometry
MOSFETs. An RTS is basically a two-level signal. Assume the high-current state of the
RTS to be state 1 and the low-current state to be state 0. The probability of transition
from state 1 to state 0 is given by 1/τ̄1, and 1/̄τ0 is the probability of transition from 0 to
1. These set of conditions define an RTS.

Let p1(t) be the probability that the state 1 will not make a transitionfor time t and
one transition in time intervalt andt +dt. Also, letP11(t) be the probability of remaining
in state 1 and not making a transition for timet. We know that the probability of making
a transition from 1 to 0 at timet is 1/τ̄1 from definition. Thus we get
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p1(t) = P11(t)/τ̄1 (3.15)

In addition,P11(t +dt) is the probability of remaining in state 1 in timet +dt, which
is equal to remaining in state 1 in timet (P11(t)), and the probability of not making a
transition from 1 to 0 in timedt (1-dt/τ̄1).

P11(t +dt) = P11(t)(1−dt/τ̄1) (3.16)

Rearranging Eqn.3.16 we get

dP11

dt
= −P11(t)

τ̄1
(3.17)

Integrating and solving we get

P11(t) = exp(−t/τ̄1) (3.18)

SubstitutingP11(0) = 1 we get

p1(t) =
1
τ̄1

exp(−t/τ̄1) (3.19)

Similar expressions hold for state 0. Thus, using the probability of transition from
state 1(0) to 0(1) as a single rate, we can prove the times in state 1(0) are exponentially
distributed. The mean time spent in the state 1(0) is

m≡
∫ ∞

0
t p1(t)dt = τ̄1 (3.20)

The standard deviation is

σ ≡ [

∫ ∞

0
t2p1(t)dt− τ̄2

1]1/2 = τ̄1 (3.21)

The standard deviation is equal to the mean time spent in either state of the RTS,
which is a normal result for poisson statistics. This resultis extremely important
and will be used later on in this chapter for verifying our RTS time-domain mea-
surements.

3.1.3 Power Spectral Density (PSD) of RTS

The PSD of an RTS can be derived from the amplitude (∆I ) and the mean-time spent
in the high state (̄τ1) and the mean-time spent in the low state (τ̄0) [2]. The amplitude of
the RTS (∆I ) is defined as the difference between the levels in the ‘high’state and in the
‘low’ state.

Assume that all statistical properties are independent of the time origin and the random
process is stationary. The RTS can be in one of the two states 0or 1. From the definition
of an RTS, the probability of making a transition to 0 in a short time dt given that we are
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in state 1 isdt/τ̄1. Similarly, the probability of making a transition to 1 in a short time
dt given that we are in state 0 isdt/τ̄0. Thus the mean-time spent in state 1 isτ̄1 and
mean-time spent in state 0 is̄τ0 (Eqn.3.20). The probability of being in state 1 is thus
τ̄1/(τ̄1 + τ̄0), and for state 0 is̄τ0/(τ̄1 + τ̄0).

Determining the autocorrelation is the first step towards calculating the PSD of an
RTS. The autocorrelation of an RTS is given by (Eqn.3.6)

RX(s) = 〈x(t)x(t +s)〉
= ∑

i j
xix j [Prob. thatx(t) = xi ][Prob. thatx(t + τ) = x j ; given thatx(t) = xi ]

(3.22)

Choosing one state of the RTS as ‘0’ leads to three terms of theexpression being 0. Thus
we get

RX(s) = (∆I)2[Prob. thatx(t) = 1][Prob. of no transitions in timeτ; starting in state 1]

= (∆I)2 τ̄1

(τ̄1 + τ̄0)
P11(s) (3.23)

From the earlier section and Eqn.3.15 the probability of being in state 1 is(P11). The
differential equation forP11 is as follows. For a small incrementdt we get

P11(t +dt) = P10(t)
dt
τ̄0

+P11(t)(1−
dt
τ̄1

) (3.24)

The probabilityP11(t +dt) of being in state 1 in timet +dt, is the sum of the probabilities
of two mutually exclusive events:

• probability of being in the state 0 in timet, (P10) and one transition (0 to 1) indt,
(dt/τ̄0),

• probability of being in the state 1 in timet, (P11) and no transition indt, (1−dt/τ̄1),

We also have,
P11(t)+P10(t) = 1 (3.25)

In the limit thatdt → 0, from 3.24 and 3.25, and eliminatingP10(t), we obtain a differen-
tial equation

dP11

dt
+(

1
τ̄1

+
1
τ̄0

)P11(t) =
1
τ̄0

(3.26)

Solving Eqn.3.26 we get

P11(t) =
τ̄1

τ̄1 + τ̄0
+

τ̄0

τ̄1 + τ̄0
exp[−t(

1
τ̄1

+
1
τ̄0

)] (3.27)
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Figure 3.2 RTS Noise Spectra for different values ofτ̄1/τ̄0 using Eqn.3.28
(τ̄0 = 1s). The nature of the RTS spectrum is a Lorentzian, com-
prising of a flat part and a 20 dB/decade roll off.

Substituting Eqn.3.27 in Eqn.3.23 we get the autocorrelation function of the RTS. Further,
applying the fourier transform to the autocorrelation to get the PSD (Weiner-Khintchine
theorem) we get

S( f ) =
4(∆I)2

(τ̄1 + τ̄0)[(1/τ̄0 +1/τ̄1)2 +(2π f )2]
(3.28)

The PSD of an RTS is thus a function of the RTS amplitude (∆I ), and the mean-time spent
in the high and low states, (̄τ1, τ̄0). Another important result is the total average power (P̄)
in the the RTS. This is obtained by integrating Eqn.3.28 overthe entire frequency range.

P̄ =
∆I2

(τ̄1 + τ̄0)(1/τ̄0 +1/τ̄1)
(3.29)

Fig.3.2 uses Eqn.3.28 to plot the PSD of an RTS for∆I= 5 mA, τ̄0 = 1s, and τ̄1

varying from 0.01 s to 1000 s. The units of PSD are dB A2/Hz. The RTS spectra is a
characteristic Lorentzian spectra. This consists of a flat part for frequencies lower than
the corner frequency of the RTS (fo = 1/2π(1/τ̄0 + 1/τ̄1)), and a 20 dB/decade roll off
for frequencies beyondfo.

The power in the RTS is given by Eqn.3.29 and is plotted in Fig.3.3 as a function of the
ratio of the RTS time-constants. The maximum power occurs when the ratio of the RTS
time constants is unity. The noise power reduces as the ratioof τ̄1/τ̄0 changes. Fig.3.3 is
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Figure 3.3 RTS Noise power for different values of̄τ1/τ̄0 using Eqn.3.29 (̄τ0 =
1s). It can be clearly seen that the noise power reaches its maximum
when the ratio is 1.

important in the context of the study of the decrease in the RTS noise in MOSFETs under
large-signal excitation, as it gives the relation between the RTS noise power as a function
of changing RTS time-constants.

3.1.4 Cyclo-stationary RTS

Circuits with time-varying operating points can cause the stochastic averages that de-
scribe the noise to vary with time. If they vary in a periodic fashion, the noise is said to
have cyclo-stationary properties, and the ensemble averages referred to as being cyclo-
stationary [54,56]. Cyclo-stationarity occurs when the time-varying operating point mod-
ulates the noise generated by bias-dependent noise sourcesor when the time-varying cir-
cuit modulates the transfer function from the noise source to the output. As suggested
by the name, modulated noise sources can be modelled by modulating the output of sta-
tionary noise sources. In Fig.3.4, the stationary noise with an arbitrary PSD is mod-
ulated by a periodic signal (square wave). This is representative of both ways in which
cyclo-stationary noise is generated (modulated noise sources and modulated signal paths).
Modulation can be interpreted as multiplication in the timedomain or convolution in the
frequency domain. Thus, the modulation by a periodic signalcauses the noise to mix up
and down in multiples of the modulation frequency in a process that is often referred to as
noise folding. Noise from the source at a particular frequency f is replicated and copies
appear atf ±k f0, wherek is an integer andf0 is the excitation frequency of the periodic
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Figure 3.4 Noise which is modulated by large-signal excitation (fo). The noise
is replicated and translated by each harmonic of the excitation fre-
quency, resulting in correlations at frequencies separated byk f0.

signal. Conversely, noise at the output at a particular frequency f has contributions from
noise from the sources at frequenciesf ±k f0.

The conventional spectrum analyzer measures the time-average PSD. Since the ana-
lyzer has a very small effective input bandwidth, it ignorescorrelations in the noise and so
ignores the cyclo-stationary nature of the noise (assumingthat the frequency of the cyclo-
stationarity is much higher than the bandwidth of the analyzer). Using the spectrum along
with information about the correlations in the noise between sidebands gives a complete
description of the cyclo-stationary noise. If a stage that generates cyclo-stationary noise is
followed by a filter whose passband is constrained to a singlesideband (the passband does
not contain a harmonic and has a bandwidth of less thanf0/2, wheref0 is the fundamental
frequency of the cyclo-stationarity), then the output of the filter will be stationary. This is
true because noise at any frequencyf1 is uncorrelated with noise at any other frequency
f2 as long as bothf1 and f2 are within the passband.

Consider the case when the RTS noise in a MOSFET is modulated by periodically
switching ‘off’ the MOSFET by applying a large-signal (square wave) at the gate with
an excitation frequency higher than the corner frequency ofthe RTS (See Fig.3.5). The
‘noisy’ state corresponds to the state when the gate potential is above the threshold volt-
age of the MOSFET, and a ‘noiseless’ state corresponds to thestate when the MOSFET
is ‘off’ and there is no current. The noise under such excitation is cyclo-stationary RTS



38 CHAPTER 3. RTS - TIME DOMAIN ANALYSIS

RTS

Large-signal Excitation

Synchronously sampling in “ON” state

Cyclo-stationary RTS

RTS

fsw

Modulated RTS Sampling Cyclo-stationary RTS

fsw

Figure 3.5 RTS in steady-state and periodic large-signal excitation.Sampling
during the ‘on’ states and joining them together gives a cyclo-
stationary RTS. The ‘on’ state is indicated by the shaded part and
the white part indicates the device ‘off’ state. RTS is visible only
in the shaded part (‘on’ state).

noise. Compare this to a case when the MOSFET is always ‘on’ with the ‘on’ level being
the same as that used when the MOSFET is periodically switched ‘off’. The constant
gate-bias corresponds to the steady-state condition and the noise is the steady-state sta-
tionary RTS noise. The cyclo-stationary RTS noise has information about the ‘off’ state
in addition to the ‘on’ state noise. Due to the narrow bandwidth and the asynchronous
sampling, the spectral analyzer clearly outlines the difference in the PSD between the
steady-state RTS noise and the cyclo-stationary RTS noise.For a 50% duty-cycle of the
applied large-signal, the cyclo-stationary RTS PSD is 6 dB below the steady-state RTS
PSD (see chapter 2). If the modulated RTS noise is then sampled synchronously during
the ‘on’ states, in the time-domain the result is a cyclo-stationary RTS without the ‘off’
state information (See Fig.3.5). It would appear, that thissynchronously sampled cyclo-
stationary RTS is similar to the steady-state RTS, because the ‘off’ state information is
no longer present. This would indeed be the case if the only correlation present was be-
tween the ‘on’ states and no correlation between the ‘off’ states and the ‘on’ states. On
the other hand, if the synchronously sampled cyclo-stationary RTS is different from the
steady-state RTS, then the effect of periodically switching ‘off’ the MOSFET changes the
correlation between the ‘on’ states.
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3.2 RTS Measurements in Time Domain

Our LF noise measurements described inchapter 2of this thesis have been in the
frequency domain. As seen from the earlier section, the PSD does not describe the RTS
completely. The spectral measurements provide only the value of the corner frequency,
the frequency above which the spectral density rolls off asf−2 and does not give the
average lifetimes in the individual states, but only the harmonic mean of these two char-
acteristic time constants. A time domain measurement can beuseful in extracting all the
RTS parameters. Fromchapter 2we have seen that our LF noise measurements are dom-
inated by RTS. Thus in order to get a complete understanding of the LF noise, our RTS
measurements are characterized in the time-domain.

The standard procedure for the analysis of RTS in time domainconsists of directly
finding from the time record the time instances at which the signal is in the distinct state.
Using a simple level-crossing algorithm one can then determine the instances of the ‘high’
and ‘low’ states of the RTS [57, 58]. In this section we discuss our procedure to extract
the mean ‘high’ and mean ‘low’ (̄τ1, τ̄0) and the RTS amplitude in the time-domain, for
devices under steady-state and periodic large-signal excitation conditions. The RTS pa-
rameters (extracted from the time domain) are then used in analytical RTS noise PSD
expression [2] and matched with the noise PSD measured from aspectrum analyzer. This
simple procedure can be used effectively for a clean RTS, where the ratio of the RTS
amplitude to background noise is high. Another procedure for analyzing RTS in the time
domain is based on the analysis of the signal level histogramof the measured signal and
the separation of the data points into two records each corresponding to one of the RTS
levels [48]. Using this procedure it is possible to separatethe RTS from the background
noise.

3.2.1 Experimental Details

The measurement setup used for the time-domain noise measurements is the same as
that used for the spectral noise measurements (described inchapter 2) [47, 57]. A digi-
tal oscilloscope (TDS7404) is used for recording the time-domain RTS data. Large time
frames of the RTS are obtained in an automated manner using LabVIEW and TekVISA.
The spectral analyzer is used to measures the drain current noise PSD of the device under
test (dB A2/Hz). Under periodic large-signal excitation the device isperiodically switched
‘off’, by applying a square wave with a 50 % duty cycle at the gate of the device. The exci-
tation frequency isfsw=10 kHz, which is much higher than the RTS corner frequency. The
RTS under periodic large-signal excitation results in a modulated RTS which is further
sampled only in the ‘on’ state of the MOSFET. These ‘on’ states are then joined together
to form a cyclo-stationary RTS. Fig.3.5, shows a schematic of the cyclo-stationary RTS.
The measurement setup, along with the RTS parameter extraction procedure, can be used
successfully to extract the RTS parameters under steady-state and under periodic large-
signal excitation. The extracted parameters are then used in Machlup’s analytical PSD
expression [2], and compared with the noise PSD measured using a spectrum analyzer.

RTS on both p-MOSFET and n-MOSFET were used in this study of RTS. The p-
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MOSFETs have a geometry of W:L=10:0.3, withtox of 10 nm. The n-MOSFETs are
from a CMOS 0.18µm process flow, with a W:L=1:0.13, andtox of 7 nm. The devices
selected for the RTS measurements are such that they exhibita single dominant RTS.
The selection of the devices, thus precludes problems of multi-level RTS and multi RTS
occurring in the device. All our measurements were carried out at room temperature.

3.2.2 RTS Parameter Extraction

Large time frames (1 minute) of the RTS are obtained in an automated setup, using
the digital oscilloscope (TDS7404), LabVIEW and TekVISA. For accurately extracting
the RTS time parameters, the time-domain measurement should contain at least 200 tran-
sitions. In order to not miss a transition (which would lead to an error in the RTS parame-
ters) the sampling frequency of the digital oscilloscope should be at least 100 times higher
than the RTS corner frequency (fsw > fo) [58]. The use of an anti-alias filter before sam-
pling precludes problems of aliasing (as the name suggests). The cut-off frequency of the
low-pass anti-alias filter should be half the sampling frequency. Under certain modes of
operation, anti-aliasing is done in the digital oscilloscope itself. RTS time-domain mea-
surements done with and without using an anti-aliasing filter indicate that the effect of
aliasing in the low-frequency region of our interest is not significant.

The very low-frequency drift in the measured data and the high frequency noise is
filtered out using software filters (MATLAB). This is done in order to get a clear level to
distinguish data points and separate them into two records,the ‘high’ state and the ‘low’
state. The passband of the filters used is selected such that the corner frequency of the
RTS under study is always within the passband. A simple level-crossing algorithm then
determines the times spent by the RTS data points in the high-state and in the low-state.
The mean high and low times (τ̄1, τ̄0) thus can be determined.

In order to extract the RTS parameters when the RTS-to-background noise ratio is
low, the method outlined in Fig.3.6 is used. A clean RTS is extracted from the noisy RTS,
using the time derivative and a threshold level to detect a valid transition, (schematically
shown in Fig.3.6), from which the RTS parameters are then extracted.

Verification of the extracted RTS parameters is an importantstep before doing further
analysis. Along with the time-domain measurements, the spectrum analyzer is used to
measure the RTS PSD. The extracted RTS parameters are used inthe Machlup expression
and compared with the measured PSD. As seen from the earlier statistical analysis, the
mean and standard deviation are equal for an RTS. The distributions of the times in the
‘high’ and ‘low’ states are exponential. This implies that the histogram of the ‘high’ and
the ‘low’ states is an exponential decay. Both these serve asadditional verifying tools in
our RTS parameter extraction.

3.2.3 Separation of RTS and Background noise

The procedure for analyzing the background noise and the RTSis based on the anal-
ysis of the signal-level histogram of the measured signal and the separation of the data
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Figure 3.6 Useful transitions in the noisy RTS data can be detected by calcu-
lating the time derivative of the RTS, and comparing it to a noise
threshold level. The clean RTS is then constructed from these tran-
sitions.
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Figure 3.7 Procedure for separating the background noise from the RTS.The
RTS amplitude is subtracted from the ‘high’ state to give theback-
ground noise.

points into two sub-records each belonging to an RTS level [48, 49]. The procedure as-
sumes that the RTS is a two-level signal, whose amplitude distribution is characterized
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Figure 3.8 An RTS observed on a p-MOSFET,VGS =-1.1 V,VDS =0.2 V (Arbi-
trary units along the X and Y axis). Note the distinction in the RTS
level and the device background noise.

by two peaks each denoting the RTS level. The procedure assumes that the distributions
of the experimentally measured signal amplitudes around each peak are due to Gaussian
noise. The separation of the background noise from the distinct two level RTS is then a
three step process. Fig.3.7, explains the procedure for separating background noise from
the RTS.

The first step is to build the signal level histogram of the time domain signal. This can
be fitted with two Gaussian distributions, the peak of each corresponding to the ‘high’
and ‘low’ level voltage amplitude of the RTS. The amplitude of the RTS can thus be
determined.

The second step is to determine the separation level (amplitude) which separates the
data points into two distinct sub-records corresponding tothe two levels. In our setup this
separation level was determined intuitively. A more detailed analysis of this separation
procedure is available in literature [49], from which it is also possible to estimate the error
made in the separation.

Finally, the third step is to subtract the RTS amplitude difference between the two RTS
levels (obtained from step 1) from the data points in the ‘high’ state, thus obtaining a noisy
signal without RTS jumps. This completes the background noise and RTS separation
procedure. The power spectrum of each can then be calculatedusing anFast Fourier
Transform(FFT) to determine the noise power due to the RTS and the noisepower due to
the background noise, both for the constant bias and the periodic large-signal excitation
conditions.

3.3 RTS measurement results

Fig.3.8 shows a sample of a time-domain RTS obtained from thedrain current mea-
surement under constant bias on a p-MOSFET,VGS=-1.1 V,VDS=0.2 V (Arbitrary units
along the X and Y axis). Note the distinction in the RTS level and the device background
noise (which is the noisy part present in the ‘high’ and ‘low’states). The devices selected
for the measurement show a clear RTS on top of background noise. The background noise
is observed to be well above the noise floor of the measurementsetup.
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Figure 3.11 Signal-level histogram of an RTS observed in a MOSFET in the
steady-state. The data points are grouped into two distinctlevels
corresponding to the RTS level.

3.3.1 RTS in Steady-state

Under steady-state conditions, the MOSFET is under a constant bias. Fig.3.9 shows
the statistical distribution of the times in the ‘high’ and ‘low’ state of the RTS. The ‘high’
and the ‘low’ times are distributed exponentially, which isin agreement with the RTS
theory described earlier in section 3.1.2. The mean and the standard-deviation are equal,
thus validating our RTS parameter extraction technique.

Fig.3.10 shows the noise power spectra of an RTS under constant bias (steady-state)
measured by a spectrum analyzer. Also shown is the noise PSD calculated using the
analytical expression for an RTS [2]. The mean ‘high’ and ‘low’ times and the RTS
amplitude are extracted from the time-domain measurementsdescribed earlier. From
Fig.3.10, we see that the analytical expression matches quite well with the spectral result,
thus validating our RTS parameter extraction technique even further.

3.3.2 Separating RTS and 1/f

The procedure to separate the RTS from the background noise is employed to obtain
the device background noise. The PSD of this data is the device background noise power.
The first step of the noise separation procedure is shown in Fig.3.11 for a device in steady-
state. Fig.3.11 shows two distinct peaks each corresponding to the RTS level surrounded
by the device background noise with a gaussian distribution. The data points are then
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Figure 3.12 The PSD of an RTS in steady-state measured on a p-MOSFET with
W:L=10:0.3,VT ≈ -0.9 V,VGS = -1.1 V, using a spectrum analyzer.
Also shown is the computed PSD of the device background noise
and the 1/ f slope (αH = 6.8× 10−6).

grouped into two levels. The RTS amplitude (difference between the two gaussian peaks)
is then subtracted from the ‘high’ level to give the device background noise data. The PSD
of the device background noise is then calculated, using an FFT routine. Fig.3.12 shows
the PSD of an RTS measured in steady-state using a spectrum analyzer. Also shown is the
computed PSD of the device background noise extracted usingthe above procedure. A
line with a slope of 1/ f (10 dB/decade) is then fitted to the PSD of the device background
noise. From Fig.3.12, it can be seen that the slope of the noise is 1/ f . Relating this to
the 1/ f noise in MOSFETs, the Hooge parameter for the extracted 1/ f background noise
was then calculated to beαH = 6.8×10−6 which was found to be in accordance to values
reported in literature [30].

3.3.3 RTS under Large-signal Excitation

The cyclo-stationary RTS is obtained after sampling the modulated RTS (see Fig.3.5).
Aliasing issues were precluded by filtering the modulated RTS data in software, before
sampling the ‘on’ periods to form the cyclo-stationary RTS.The next step was to test
if this cyclo-stationary RTS obeyed the properties of an RTSin steady-state. Fig.3.13
shows the statistical distributions of the times in the ‘high’ and ‘low’ state of such a cyclo-
stationary RTS. The mean-times were indeed distributed exponentially and the mean and
standard deviation were found to be equal. This indicates that the cyclo-stationary RTS
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has statistical properties similar to the steady-state RTS.

Fig.3.14 shows the measured PSD of an RTS under periodic large-signal excitation
(W:L=10:0.3,VT=-0.9 V, VGS is switched between -1.1 V and 0 V). The frequency of
excitation was 10 kHz with a duty-cycle of 50%. Also shown arethe calculated PSD
of this cyclo-stationary RTS and the device 1/ f noise. The calculated PSD of the cyclo-
stationary RTS is 6 dB higher than the measured PSD. This is because the cyclo-stationary
RTS is obtained only by synchronously sampling the ‘on’ states of device. The measured
PSD, on the other hand is got by sampling both the ‘on’ and ’off’ states of the device with
a narrow bandwidth. The PSD of the device background noise under periodic large-signal
excitation is also fitted with a line of slope 1/ f (10 dB/decade). From Fig.3.14 it can be
seen that the device background noise for the periodic large-signal excitation case is also
1/ f in nature.

Fig.3.15 shows noise PSD of an RTS in steady-state and under periodic large-signal
excitation. Also shown is the noise PSD calculated using Machlup’s analytical expression
for an RTS [2]. The mean ‘high’ and ‘low’ times and the RTS amplitude were extracted
from the time-domain measurements. From Fig.3.15 we see that the analytical expres-
sion matches the spectral result quite well, thus validating our RTS parameter extraction
technique. Of particular interest is the cyclo-stationaryRTS, where the analytical expres-
sion matches the spectral measurement in the low-frequencyregion below the switching
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Figure 3.14 The measured PSD of an RTS under periodic large-signal excitation
for a p-MOSFET with W:L=10:0.3,VT ≈ -0.9 V. VGS is switched
between -1.1 V and 0 V,fsw = 10 kHz, Duty-cycle=50%. Also
shown are the calculated PSD of the cyclo-stationary RTS (6 dB
above the measured PSD) and the device background noise.

frequency. It can also be seen that the time-constants of thecyclo-stationary RTS are
different as compared to the time-constants for the steady-state RTS. It is this difference
which leads also leads to a different noise PSD.

3.4 Discussions

Using our measurement results in the time-domain, we were able to fully character-
ize the cyclo-stationary RTS. Although, it can be mathematically proven that the cyclo-
stationary RTS should have statistical properties similarto the steady-state RTS, we per-
formed measurements to verify that this was indeed true. Theexponential distribution of
the cyclo-stationary RTS, together with Machlup’s expression and the spectral measure-
ments, drive home this point.

The cyclo-stationary RTS obtained from sampling the modulated RTS or RTS under
periodic excitation, does not have information of the ‘off’state (due to sub-sampling). But
this information is not important in the context of analyzing the noise behavior as there is
no noise in the ‘off’state. The complete behavior (RTS underlarge-signal excitation) can
be modelled by determining the PSD of the cyclo-stationary RTS and supplementing it by
the noise in the ‘off’ state (In our case this was a 6 dB noise reduction, as the applied large-
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Figure 3.15 Measured noise PSD (spectrum analyzer), and calculated noise
PSD (Machlup’s analytical PSD expression and parameter extrac-
tion) for an RTS in steady-state and under periodic large-signal ex-
citation (cyclo-stationary RTS).

signal excitation had a duty-cycle of 50%). This can be easily verified by matching our
results with the spectral results as the PSD from the spectrum analyzer has the complete
information.

As discussed in the statistical analysis section, if the correlation between the data
points in the ‘off’ and ‘on’ states of a signal under periodiclarge-signal excitation was
zero, sampling the ‘on’ states only would yield in a signal exactly similar to the signal
in the steady-state. In the context of our RTS measurements,the RTS (or noise) un-
der steady-state would be unchanged after periodically turning the MOSFET ‘off’ by a
large-signal. But our measurements show that the noise is changed under large-signal
excitation. This is a strong indication that there is a correlation between the ‘off’ state
and ‘on’ state, or putting it simply, the signal in the ‘on’ state has some bias history. Our
measurements also show that the cyclo-stationary RTS time-constants are different from
the steady-state RTS time-constants and also that these time-constants are a function of
the biasing conditions in the ‘off’ state of the device. Thisis why the noise under periodic
large-signal excitation is different from the noise in steady-state after accounting for the
‘off’ state noise.

The results of the time-domain separation method verify theassumption of the domi-
nating two-level RTS on top of the 1/ f noise in MOSFETs. In our noise measurements,
an RTS was observed when N<1/10αH (N being the number of carriers). Also the PSD
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of the device background noise is 1/ f in nature for both the steady-state RTS and the
cyclo-stationary RTS. The extracted Hooge parameterαH=6.8×10−6, for the devices un-
der steady-state, is quite a normal value for these type of devices [30]. Our results show
that the time domain analysis of an RTS is not only useful in extracting the RTS parame-
ters, but also in extracting the 1/ f noise of the device using the separation procedure.

3.5 Conclusions

Time-domain RTS measurements yield results leading to a better understanding of
the RTS. Using the time-domain analysis we are able to extract the RTS parameters un-
der periodic large-signal excitation, which would otherwise (frequency-domain) have not
been possible, thus providing more insights into the cyclo-stationary RTS behavior. Our
measurement results show that the RTS parameters under periodic large-signal excita-
tion conditions (cyclo-stationary RTS) are different as compared to the parameters under
steady-state. The analytical expression for the noise PSD of an RTS [2] holds good for
cyclo-stationary RTS, in the low-frequency range below theswitching frequency of the
RTS. The time-domain procedure in [48] has been used to separate the two-level RTS
from the device background noise. Measurement results indicate that this noise is 1/ f in
nature (αH=6.8×10−6).
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The physical origins of an RTS in a MOSFET,
Lie in the trapping/detrapping of carriers in a defect.
Generation-recombination is not new after all,
T’was developed in the fifties by Shockley-Read-Hall !!

The topic has received renewed attention,
Especially under periodic large-signal excitation.
The measured noise reduction for a 50% duty-cycle is more than 6 dB..
Which is not predicted by the (circuit) simulated noise PSD !!

The steady-state RTS model is based on the S-R-H theory,
Extended to the dynamic case, using the state-variable- trap-occupancy !!
The ‘anomalous’ change in the cyclo-stationary RTS noise PSD,
Can be traced to the large change in the measured ‘cyclo-stationary’ RTS ‘τe’ !! 4

Modeling of Random Telegraph Signals

COMPUTER Aided Design (CAD) is an essential component in the design of modern
integrated circuits. This process involves solving a largeset of equations describing

the connections between various circuit elements and the models in CAD which describe
the circuit elements. Statistics show that most of the computation time is spent in evalu-
ating the quantities described by the device model equations. Thus the growing need for
developing simple analytical device models without compromising on the accuracy. Such
efficient models are calledcompactmodels [59].

A rigorous method of modeling is to divide the device into finite volume elements, and
write the semiconductor equations in three dimensions describing the particular element.
These are typically non-linear differential equations, each defined for the finite volume
element in the device. There are programs available for setting up such equations and
solving them numerically under given boundary conditions.Although such programs are
invaluable for a device (as opposed to circuit) analysis, they are computationally intensive
and slow as compared to compact device models.
There are three main types of compact models [59].

• Physical models: These are based on device physics and the model parameters have
a physical significance.

• Empirical models: Empirical models rely on curve fitting using any equation that
adequately fits the observed behavior. The parameters in a empirical model are just
coefficients, exponents etc. and have no physical significance.

• Table models: These are typically in the form of tables containing the values of
the required device parameters for a large combination of biasing voltages. It is

51
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like a look-up table whose values come from measurements or numerical device
simulations. For higher accuracy, large number of values need to be stored.

Empirical and table models provide values independent of the phenomenon responsi-
ble for the values. These models are unable to make a prediction when device parameters
are changed. They cannot be used for statistical modeling. Physical models on the other
hand can accurately describe a model parameter under changing device parameters.

The device parameter of our interest is RTS noise in MOSFETs.The RTS noise limits
the achievable circuit performance in analog and RF CMOS (e.g. LF noise in amplifiers
and filters for radio receivers and phase noise due to up-converted LF noise in oscillators).
The need for an accurate RTS noise model is thus important as it helps in the optimization
of the circuit design. Inchapter 3we reported that the RTS parameters extracted from the
time-domain can be used in an analytical expression to predict the RTS noise PSD [2].
Thus in order to model the RTS noise, the RTS parameters have to be modelled first.
The RTS model presented in this chapter is primarily based onthe Shockley-Read-Hall
statistics of capture and emission [60–62].
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Figure 4.1 Steady-state LF noise spectrum and LF noise spectra under peri-
odic large-signal excitation for two ‘off’ voltages (VGS−off1 and
VGS−off2), measurement and simulated using our model. Also
shown is the LF noise predicted by circuit simulator ‘Spectre-RF’
in steady-state and periodic excitation with a 50% duty-cycle.

In chapter 3we have seen that the RTS time-constants and thus the RTS noise in
MOSFETs changes significantly under changing gate bias [40,41, 43, 47], and can prove
to be beneficial for oscillators and PLLs. Unfortunately, the circuit simulators available
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do not model this behavior [34]. Even circuit simulators that support time-variant noise
sources (e.g. periodic steady-state analysis of Spectre RF), do not adequately model the
observed effects. A statistical simulation model [63] was proposed, which modelled the
macroscopically observed bias dependence of the RTS time-constant without a physical
basis. To address these issues and overcome the shortcomings, in this chapter we present
a physical RTS model, which can be used under steady-state and under large-signal exci-
tation. This is shown in Fig.4.1. Our model results are verified by the time-domain RTS
measurements under steady-state and periodic large-signal excitation presented inchapter
3. In addition, we investigate trap behavior under transientbiasing conditions that is not
observable in steady-state, thus providing more insight intrapping and de-trapping mech-
anisms. By using our time-domain RTS measurements during transient biasing and under
periodic large-signal excitation we are able to predict theRTS time-constants belonging
to the ‘off’ state of the device!

The organization of this chapter is as follows. The following section provides a brief
description of the origins of RTS and traps in MOSFETs. In thenext section, we introduce
the physics based RTS noise model under steady-state primarily based on the Shockley-
Read-Hall statistics. After having completed the steady-state analysis of RTS, the next
section discusses our transient biasing time-domain RTS measurements. The transient
trap-occupancy (for a step response) analysis is also discussed. This is followed by the
RTS behavior under periodic large-signal excitation. In this section our measurement
results are compared with our model. Finally, the chapter concludes with discussions and
conclusions.

4.1 Traps and origin of RTS

SiO2

SiOx

Si substrateinterface trapped charge (Qit)

fixed oxide charge (Qf)

oxide trapped charge (Qot)mobile oxide charge (Qm)

Na+

K+

Figure 4.2 Different types of charges associated with the Si-SiO2 interface.
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The enormous growth in CMOS technology has been made possible by the unique
properties of silicon dioxide (SiO2): the only native oxide of a common semiconductor
which is stable in water and at elevated temperatures, an excellent electrical insulator,
a mask to common diffusing species, and capable of forming a nearly perfect electrical
interface with its substrate. Deposited silicon dioxide has almost been studied as long as
thermal growth on the substrate, and has been employed in various ways in IC fabrication
due to its familiarity, versatility, and reliability. Withdownsizing the demands made on
the gate-oxide are still strengthened and the quality of thegate-oxide needs to be of the
highest quality [64,65]. However, this is not always possible and in general there are four
kinds of possible defects or traps associated with the Si-SiO2 system [65]. This is shown
in Fig.4.2.

• Mobile Na+ and K+ ionic charge in the SiO2 (Qm). This could be introduced as
contamination during the processing.

• The fixed oxide charge (Qf ) exists mostly due to structural defects in the oxide
layer, and is located relatively close to the interface. Thedensity of this charge,
whose origin is related to the thermal oxidation process, depends on the oxidation
temperature, on the cooling conditions and on the silicon orientation. It is not
influenced by the electrical operating conditions of the MOSFET.

• The interface trapped charge (Qit ), which is situated at the Si-SiO2 interface, is
believed to originate from structural oxidation induced defects, metal impurities
and different kinds of bond breaking processes, caused by radiation, hot carrier
stress or other phenomena. Although the physical origin of the interface traps is
not totally known, experiments support the view that these traps primarily arise
from dangling bonds at the Si-SiO2 interface. This is supported by the fact that
most of the interface trap charge created during processingis passivated by a low
temperature anneal, in which hydrogen atoms are bonded to the dangling bonds.

• The oxide trapped charge (Qot) may be positive or negative due to holes or elec-
trons trapped in the bulk of the oxide. This charge is introduced in MOSFETs due
to ionizing radiation, hot carrier stress, Fowler-Nordheim tunneling, or other mech-
anisms. The oxide trapped charge created during processingis normally removed
by a low temperature anneal. Oxide trapped charge influencesthe transistor char-
acteristics. Electrons (holes) trapped in the oxide lead toan increase (decrease) in
the threshold voltage.

The interface trapped charge and the oxide trap charge are, unlike the fixed and the
mobile oxide charge, in electrical communication with the underlying silicon, and can
thus be charged and discharged, depending on the surface potential. These traps can be
donor or acceptor type [66]. The donor trap is neutral when filled with an electron and
positively charged when empty. An acceptor-like trap is negative charged when filled with
an electron and neutral when empty.

From the previous chapter, the fluctuation in the drain current of small dimension
MOSFETs is more than often dominated by RTS. The RTS can switch from two or more
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discrete states. The origin of such RTSs are attributed to trapping-detrapping events
caused by an individual interface defect near the Si-SiO2 interface. The discrete levels
of a two-level RTS correspond to a high and low conductivity in the channel caused as
a direct outcome of the trapping-detrapping of charge carriers which change the channel
conductivity. The times in the high and low-current states correspond to carrier capture
and emission in traps or defects. The physics behind the capture and emission of charge
carriers in traps is described by the Shockley-Read-Hall statistics in the following section.

4.2 RTS in steady-state

The influence of interface traps and the traps in the oxide on the performance of a
semiconductor device is determined by the density of interface states and the probability
that these states are occupied by a charge carrier. A trap canchange its occupancy by
either capturing or emitting a charge carrier. The Shockley-Read-Hall (S-R-H) theory
[60,61], originally meant to describe the action of bulk states has been generally adopted
to describe the trapping-detrapping behavior for the interface traps as well. For the traps
located in the oxide, the mechanism is a two-step process, capture and then tunneling
through the oxide. This process is explained later in detailin the following section.

4.2.1 S-R-H statistics

In this section we primarily consider the behavior in n-MOSFETs where the exchange
of charge carriers is primarily between the conduction bandand the interface state. The
assumptions made by the theory do not impose serious limitations on the applicability of
the theory. The underlying assumptions of the theory are as follows:

• The trap changes occupancy by a unit charge. A donor trap willchange charge state
from 0 to+q and vice versa, while an acceptor trap will change charge state from
0 to−q (q being the elementary charge).

• Capture and emission are instantaneous processes. No lattice dynamical phenomenon
(such as phonon emission and lattice relaxation) are included.

• The trap is defined by an energy level (ET) which is independent of its occupancy.

• The traps do not interact with each other and as a result do notform an energy band.

The charge exchange process between an interface trap and the conduction or valence
band of the silicon is illustrated in Fig.4.3. Similar to other topics in semiconductor
physics, it is convenient to describe the exchange of chargecarriers with the valence band
in terms of holes instead of electrons: capture of an electron from the valence band is
equivalent to emission of a hole, and the emission of an electron to the valence band is
equivalent to a hole capture.

An interface trap is characterized by two parameters: the trap energy (ET) and the
cross section for capture (σ ). The rate of capture of an electron is given by
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Figure 4.3 The basic processes involved in recombination by trapping:(a) de-
notes electron capture, (b) electron emission, (c) hole capture and
(d) denotes hole emission.

Rc = nvthσ [1−Pf ] (4.1)

where 1−Pf represents the probability that the trap is empty and thus capturing an elec-
tron, n is the electron concentration at the interface,vth is the thermal velocity andσ
represents the cross section for capture of an electron by the trap.

The rate of emission of an electron from the trap to the conduction band is given by

Re = n1vthσPf (4.2)

wherePf represents the probability that the trap is filled and thus emitting an electron,n1

is the electron concentration in the conduction band where the Fermi-level falls atET.
Since the processes involved are governed by the Fermi-Dirac statistics [60], the prob-

ability that a trap is occupied (Pf ) is a function of its energy (ET) and the Fermi-level
associated with the trap (Ft).

Pf = 1/[1+exp(ET −Ft)/kT] (4.3)

wherek represents the Boltzmann’s constant andT is the absolute temperature. Thus
1−Pf represents the probability that the trap is empty. The electron concentration (n) at
the interface is given by

n = Ncexp[(Fp−Ec)/kT] (4.4)

whereNc represents the density of states in the conduction band,Ec represents the con-
duction band energy, andFp is the Fermi-level associated with the electrons. On similar
lines,n1, the electron concentration in the conduction band where the Fermi-level falls at
ET is given by

n1 = Ncexp[(ET −Ec)/kT] (4.5)
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For a trap-electron system in thermal equilibrium,Fp = Ft . Introducing the mean time-
constants for the capture and emission process,τ̄c andτ̄e which are given by:

τ̄c =
1

nσvth
; τ̄e =

1
n1σvth

(4.6)

the capture and emission rates can be expressed as:

Rc =
1−Pf

τ̄c
; Re =

Pf

τ̄e
(4.7)

In steady-state, the principle of detail balancing requires that the rate of capture and the
rate of emission of electrons must be equal. Using Eqns.4.3 through 4.7 we get

τ̄c

τ̄e
= exp[(ET −Fp)/kT] (4.8)

From Eqn.4.8 we see that when the trap energy (ET) is equal to the Fermi-level (Fp), the
mean capture time (̄τc) is equal to the mean emission time (τ̄e).

EC
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∆ΨS

∆VG

p-SiliconSiO2Gate

ΦB

ET

E’T

Figure 4.4 The band bending in an n-MOSFET. The dotted lines show the
change corresponding to an increase in the gate voltage (∆VG). ∆ψs

is the change in the surface potential.φB denotes the potential of
the bulk Fermi-levelFp with respect to the intrinsic levelEi .

4.2.2 Effect ofVGS on τ̄c

Consider the case of an increasing gate-to-source voltage (VGS). Qualitatively it can
be observed that an increasingVGS causes an increase in the band bending and thus an in-
crease in the electron concentration at the interface (n) (see Fig. 4.4). This increase then
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Figure 4.5 A p-substrate two-terminal MOS structure under gate bias. The
graph on the right indicates the potential distribution along the
MOS structure from gate to bulk.

results in the decrease of̄τc (from Eqn.4.6). Note that in our RTS measurements, we de-
noted the time-constants of the RTS asτ̄1 andτ̄0 corresponding to the ‘high’ and the ‘low’
state. In order to identify which state corresponds to an ‘empty’ or ‘filled’ state, we have
to distinguish between acceptor and donor traps [66]. An acceptor is negatively charged
after capturing an electron and neutral after emitting it. For the donor trap the neutral state
corresponds to a captured state and is positively charged after emission [67,68]. Note that
in both type of traps, the neutral state corresponds to the ‘higher’ current state (as an out-
come of a reduced threshold voltage due to the presence of theoxide charge). Thus for an
acceptor trap, the ‘high’ current state corresponds to an electron capture. Acceptor traps
are commonly observed in n-MOSFETs, where as donor traps areonly observed at low-
temperatures below 70K [67]. In our RTS time-domain measurements the time-constant
(τ̄1) decreasing with increasingVGS thus corresponds tōτc, and the other (̄τ0) corresponds
to τ̄e.

Surface Potential (ψs)

The increase in the electron concentration with increasingVGS is given by Eqn.4.4.
The change in the conduction band edgeEc at the interface with increasingVGS is given by
the change in the surface potentialψs ( Fig.4.4). Fig.4.5 shows the potential distribution
in a two-terminal MOSFET for an increasing gate potential. In all our RTS measurements
the source and the bulk are kept at the same potential (VSB = 0). For a MOSFET with
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a source and drain the surface potential varies from the source side to the drain side and
can be determined using the charge sheet model [59]. Using the principles of potential
balance and charge balance along the MOSFET, we can derive a relation between the
surface potentialψs and the gate-voltageVGB using the bulk or substrate as reference [59].

ψs0 = VGB−VFB− γ

√

ψs0 +
kT
q

e(ψs0−2φB−VSB)/kT

ψsL = VGB−VFB− γ

√

ψsL+
kT
q

e(ψsL−2φB−VDB)/kT (4.9)

whereVFB is the flat-band voltage of the MOSFET,γ is the body effect coefficient,φB

is the built in voltage as seen from Fig.4.4,ψs0 andψsL represent the surface potential at
the source and drain side respectively (L being the channel length),VSB andVDB are the
source-bulk and drain-bulk voltages respectively. The body effect coefficient is given by

γ =

√
2qεsNA

Cox
(4.10)

whereεs is the permittivity of silicon,NA is the bulk doping concentration,q the electron
charge, andCox the gate-oxide capacitance per unit area.ψs from Eqn.4.9 is a function of
the longitudinal channel positionyT (which is zero at the source side and equal to L, the
channel length, at the drain side). The surface potential can be written as

ψs(yT) = ψs0 +Vch (4.11)

whereψs0 is the surface potential at the source side of the MOSFET. In the linear mode,
for small values ofVDS, the channel voltageVch can be expressed in terms ofVDS, the
longitudinal positionyT and the channel lengthL

Vch =
yTVDS

L
(4.12)

Eqn.4.9 can be iteratively solved using a computer. Methodsto speed computation ofψs

are available in literature [59].

4.2.3 Effect ofVGS on τ̄e

A closer look at Eqns.4.5 and 4.6 tells us that the mean emission timeτ̄e depends on
the energy of the trap (ET). Thus one would expect that with increasingVGS there would
be no change in̄τe, as the energy of the trap is independent of the applied gate voltage.
This is indeed the case for an interface trap. But for a trap located in the oxide this is not
the case.

There are two mechanisms for explaining the capture and emission of an electron for
a trap located in the oxide. The ‘Tunneling and Capture’ model [7], in which the carriers
first tunnel to a distance from the conduction band edge at theinterface into the oxide,
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Figure 4.6 ‘Tunneling and Capture’ (dotted arrows), and ‘Capture and Tun-
neling’ (solid arrows) mechanisms for the capture and emission
process for a trap located in the oxide at a distanceXT from the
interface for an n-MOSFET. The arrows indicate electron transi-
tions. Also shown is the trap energyET in the oxide as function of
the applied gate voltage.

and then are captured by traps that have the same energy asFp. This model is illustrated
in Fig.4.6 by the dotted arrows. This model had problems, since the measurement data
did not support energy dissipation in the oxide [69]. The ‘Capture and Tunneling’ model
[10] was proposed as an alternative to the previous proposedmodel. In the latter, the
carriers first get trapped by fast defect centers at the interface through a Shockley-Read-
Hall (SRH) process, and then tunnel into the traps in the oxide, illustrated in Fig.4.6 by
the solid arrows. Thus the carriers do not dissipate energy in the oxide. A continuous
trap energy distribution over the band gap at the interface is required for this process to
be effective, the presence of which is generally accepted for the Si-SiO2 interface system.
Fu and Sahs ‘Capture and Tunneling’ model was used as the basis for the oxide trapping
mechanism implemented in our RTS model.

An increasingVGS increases the potential across the oxide and as a result leads to the
band-bending in the conduction band edge of the oxide (Fig.4.6). The potential across the
oxide is a function of the flat-band voltage of the MOSFET (VFB) and the surface potential
(ψs) (See Fig.4.5). Thus the trap energy (for a trap located in the oxide) can be expressed



4.2. RTS IN STEADY-STATE 61

as function of the appliedVGS as [70,71]

ET = ET0−
qXT

tox
[VGS−ψs−VFB] (4.13)

whereXT is the distance of the trap from the Si-SiO2 interface,tox is the gate-oxide thick-
ness, andET0 represents the trap-energy at flat-band.

From Eqn.4.13 we can see that for a trap at the interface (XT = 0), ET is independent
of VGS. Throughout our model, the reference energy level is the conduction band energy
level Ec in bulk silicon in equilibrium. From Eqns.4.5 4.6 and 4.13 wesee that for a trap
located in the oxide, increasing theVGS leads to a decrease inn1 which in turn leads to an
increase in̄τe.

4.2.4 Capture Cross Section (σ )

In Eqn.4.6 the capture cross section (σ ) is the effective area of the trap and is a quan-
titative way of expressing the capability of the trap to capture free charge carriers. In
semiconductor physics, the probability of occurrence of a particular event (in our case
the capture of an electron in a defect) is conveniently expressed in terms of the cross-
section [60]. A larger cross-section indicates a higher probability of capturing an electron
and thus a smaller̄τc (Eqn.4.6).

As described earlier, for a trap located in the oxide, the electron needs to tunnel
through the SiO2 in order to be captured. This tunneling is a quantum mechanical phe-
nomenon and a detailed analysis of such a mechanism would involve knowledge about
the trap structure. Since this information is unavailable,a semiclassical approach is taken
in which the details of the trapping site are included in the capture cross section of the
trap (σ ).

The problem of an electron tunneling through a potential barrier (in our case the po-
tential barrier is the difference between the electron affinities of Si and SiO2) is a familiar
problem in quantum mechanics. On solving Schrödinger’s equation in the region inside
the barrier, the wave-functionϕ(x) decays exponentially as the electron tunnels deeper
into the oxide [72–74].

ϕ(x) = Ce−κx (4.14)

The decay constant is given by

κ2 =
2m∗

h̄2 (W−E0) (4.15)

wherem∗ is the electron mass, ¯h is Planck’s constant,W is the potential barrier, andE0 is
the energy (kinetic) of the electron. The wave-function|ϕ(x)|2 represents the probability
of finding an electron as a function of the distancex. As we go deeper into the oxide, the
probability of finding an electron reduces exponentially. This probability is included in
the capture cross section of the trap which is given by [74]

σ = σ0e−XT/X0 (4.16)
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whereXT is the distance of the trap in the oxide,X0 is the decay constant (X0 = 1/2κ) (see
Eqn.4.15), andσ0 represents the intrinsic capture cross section of the trap at the interface.
Thus the quantum mechanical tunneling of the electron in theoxide trap is effectively
included by the capture cross section in Eqn.4.16.

4.2.5 Occupancy

The steady-state trap-occupancy (Pf ) is the probability that the trap is filled or occu-
pied and is given by Eqn.4.3. In steady-state we haveFt = Fp, andPf is a function of
Fp, the Fermi-level for electrons in the conduction band. Thus, an increasingVGS leads to
an increase inPf . Rather than expressing the trap-occupancy as a function ofthe Fermi-
levels, a more convenient representation is

Pf =
τ̄e

τ̄c + τ̄e
(4.17)

Eqn.4.17 can be easily derived by substituting Eqns.4.4, 4.5, and 4.6 in Eqn.4.3. The
advantage of expressing the trap-occupancy in terms ofτ̄e andτ̄c is thatτ̄e andτ̄c can be
easily measured from an RTS measurement.

4.2.6 RTS Amplitude

The RTS amplitude∆ID is calculated by assuming an elementary electron charge in
the channel that changes the channel conductivity [68,75–77]. The amplitude of the RTS
depends on instantaneous bias conditions. The relative RTSamplitude can be expressed
as the sum of the number of carriers and the mobility fluctuation [75].

∆ID
ID

=
∆N
N

+
∆µ
µ

= − 1
WL

[
1
Ns

± αµ ] (4.18)

whereNs is the sheet concentration of carriers in the channel,µ is the channel mobility,W
andL are the gate width and length, andα is the mobility scattering coefficient. The sign
in front of the second term depends on whether a trap is neutral or charged after capturing
an electron. The first term of Eqn.4.18 expresses the screening of charged traps by channel
electrons. For a given drain bias, the behavior of the RTS amplitude is determined by the
number fluctuations. If the gate-voltage does not change toomuch,αµ can be assumed
to be constant. The second term of Eqn.4.18 describes the effect of mobility fluctuations,
which are mainly due to Coulomb scattering by charged traps.Traps that are further away
from the Si-SiO2 interface produce a smaller∆ID/ID. Scattering increases for traps that
are charged after electron capture. The relative RTS amplitude can be also explained by
the strategic or less strategic position of the trap [77].

In our RTS measurements, the values of∆ID/ID (ranging from 0.4 to 1.2 %) were
found to match the values predicted by Eqn.4.18. In this study, the RTS amplitude was
not the focus of attention. Our RTS measurements under periodic large-signal excitation
showed that the RTS amplitude does not change as compared to the RTS amplitude in the
steady-state.
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Figure 4.7 The surface potentialψs at the drain-side as a function of the gate-
to-source voltageVGS for different values of drain-to-source voltage
VDS. VFB=-1.6 V.

4.2.7 Model Results (steady-state)

Our RTS model is based on the trapping-detrapping theory described in the previous
section [51]. Our RTS model uses three physical parameters to characterize a trap located
in the oxide: the trap energy in the silicon band-gap at flat-band(ET0), the location of
the trap in the oxide(XT), and the intrinsic cross-section of the trap(σ0). These model
parameters were extracted from our RTS time-domain measurements ofτ̄e andτ̄c versus
VGS in the steady state. The devices used for our RTS measurements were n-MOSFETs
transistors with W:L=1:0.13 fabricated in a 0.18µmCMOS process flow with gate-oxide
thicknesstox=7 nm. As mentioned previously in chapter 3, the RTS was completely char-
acterized in the time-domain. The biasing conditionsviz. the gate-to-source voltage (VGS)
and the drain-to-source voltage (VDS) were monitored during the RTS measurements.

As mentioned in the previous section, the surface potentialdetermines the band-
bending at the interface and thus the electron concentration. In order to accurately de-
termineψs as a function of the appliedVGS Eqn.4.9 has to be solved iteratively. Fig.4.7
showsψs as a function ofVGS calculated using our model for an n-MOSFET withVFB=-
1.6 V. ψs along the MOSFET channel from the source (ψs0) to the drain (ψsL).
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Figure 4.8 RTS time constants̄τe andτ̄c as a function ofVGS variation forVDS

= 50 mV, measurements and simulation, for a trap located at the
interface.
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Figure 4.9 RTS time constants̄τe andτ̄c as a function ofVGS variation forVDS

= 40 mV, measurements and simulation, for a trap located in the
oxide.
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In order to determine the band-bending at the trap location,ψs has to be determined
at the longitudinal distance of the trap from the source (yT). Figs.4.8 and 4.9 show the
variation of τ̄c and τ̄e as a function ofVGS, for a trap located at the interface and for a
trap located in the oxide (XT = 1.5 nm) respectively. The markers indicate measurement
and the solid and dotted lines indicate our model simulation. The trap energyET does
not affectτ̄c (See Eqns.4.6,4.4). The variation in̄τc as a function ofVGS is because of the
changing electron concentration at the surface (n). The change inn depends on (Fp−Ec),
and thus on the surface potentialψs at yT the longitudinal distance of the trap from the
source. From Fig.4.7, increasingVGS beyond strong inversion does not influenceψs, and
the increasing voltage is dropped across the oxide. In our model the effect ofyT on the
RTS time-constants was accounted for by usingψs at yT to fit the measured data.

The trap depth in the oxide,XT , was determined by the slope in̄τe (Eqns.4.5, 4.6, and
4.13). The shape of̄τc andτ̄e was thus determined by computingψs and extractingXT .
In order to match the measured values, the intrinsic cross-sectionσ0, and the trap-energy
ET0 were then extracted to match the measuredτ̄c andτ̄e respectively. Table 4.1, shows

Table 4.1 Extracted physical model parameters for 3 different traps on 3 dif-
ferent devices.

ET0 (eV) XT (nm) σ0 (cm2)

RTS1410 0.126 1.5 1.0×10−17

RTS1613 0.120 2.0 4.0×10−16

RTS0611 0.015 0.2 2.2×10−23

the extracted model trap-parameters for three different traps.

4.3 RTS under Transient Biasing

We concluded from chapter 3 that the RTS parameters under periodic large-signal
excitation conditions (cyclo-stationary RTS) are different as compared to the parameters
under steady-state. The first step towards analyzing the RTSbehavior under periodic
large-signal excitation (dynamic conditions) is to study the RTS behavior under transient
biasing. In transient biasing conditions the device is ‘off’ for a long period, and is turned
on at timet = 0 by applying a step voltage at the gate of the MOSFET.

We have already seen from the previous section howτ̄c and τ̄e vary as a function of
VGS in steady-state. Now consider the case of a MOSFET under transient biasing. The
MOSFET is ‘off’ for t<0 and is ‘on’ for t>0. The Fermi-level for the electronsFn changes
instantaneously with changes inVGS. The RTS time constants corresponding to the two
states arēτc−on and τ̄e−on for the ‘on’ state and̄τc−o f f and τ̄e−o f f for the ‘off’ state.
In steady-state when the device is ‘on’, the trap-occupancyis given by: τ̄e−on/(τ̄e−on+
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τ̄c−on). When the device is in the ‘off’ state for a long period, with no charge carriers in
the channel, the trap-occupancy(τ̄e−o f f/(τ̄eo f f + τ̄c−o f f)) is almost zero as̄τc−o f f →∞.
After the device is switched ‘on’ or ‘off’, the trap-occupancy takes time to adapt to the
new bias condition.

This instantaneous occupancyor (trap-occupancy as a function of time) can be ana-
lyzed as follows. The analysis is along the lines of derivingthe PSD of the RTS inchapter
2 [2]. The RTS can be in one of the two states 0 (empty) or 1 (full). The probability of
making a transition to 0 in a short timedt given that we are in state 1 isdt/τ̄e (mean time
trap was filled). Similarly, the probability of making a transition to 1 in a short timedt
given that we are in state 0 isdt/τ̄c (mean time trap was empty). It follows that theτ̄c and
τ̄e are the mean capture and emission lifetimes.
At time t = 0, the MOSFET is turned ‘on’. The device was ‘off’ for a long period before
turning ‘on’. The occupancy is the probability of a trap being occupied or in other words
it is the probability of being in state 1(P(0|1)1). (The probability of being in state 1, what-
ever the initial state (0 or 1) att = 0).
The differential equation forP(0|1)1 is as follows. For a small incrementdt we get

P(0|1)1(t +dt) = P(0|1)0(t)
dt
τ̄c

+P(0|1)1(t)(1−
dt
τ̄e

) (4.19)

The probabilityP(0|1)1(t +dt) of being in state 1 at timet +dt, is the sum of the probabil-
ities of two mutually exclusive events:
(a) probability of being in the state 0 (empty) at timet,(P(0|1)0) and one transition (0 to 1)
in dt,(dt/τ̄c),
(b) probability of being in the state 1 (full) at timet,(P(0|1)1) and no transition indt,(1−
dt/τ̄e),
We also have,

P(0|1)1(t)+P(0|1)0(t) = 1 (4.20)

In the limit thatdt → 0, from 4.19 and 4.20, and eliminatingP(0|1)0(t), we obtain a differ-
ential equation

dP(0|1)1

dt
+(

1
τ̄e

+
1
τ̄c

)P(0|1)1 =
1
τ̄c

(4.21)

Substituting

τR =
τ̄eτ̄c

τ̄e+ τ̄c
(4.22)

and solving 4.21 we get

−τR ln(
1
τ̄c

−
P(0|1)1(t)

τR
)+C = t (4.23)

At t = 0, let the occupancy (probability of being being in state 1 att = 0) beP0
f . The value

of the constantC is thus

C = τR ln(
1
τ̄c

−
P0

f

τR
) (4.24)
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Substituting 4.24 in 4.23 we get

−τR ln(
τR− τ̄cP(0|1)1(t)

τR− τ̄cP0
f

) = t (4.25)

Simplifying further the instantaneous occupancy is expressed as

P(0|1)1(t) =
τ̄e

τ̄c + τ̄e
− (

τ̄e

τ̄c + τ̄e
−P0

f )e
−t/τR (4.26)

Thus for a device turned ‘on’ at timet = 0, the trap-occupancyPf (t) is given by

Pf (t) =
τ̄e−on

τ̄c−on+ τ̄e−on
− (

τ̄e−on

τ̄c−on+ τ̄e−on
−P0

f )e
−t/τR−on (4.27)

whereP0
f represents the trap-occupancy att = 0, and the time-constant for the exponent

τR−on = τ̄e−onτ̄c−on/(τ̄e−on + τ̄c−on). On similar lines, for a device turned ‘off’ at time
t = 0, the trap-occupancyPf (t) is given by

Pf (t) =
τ̄e−o f f

τ̄c−o f f + τ̄e−o f f
− (

τ̄e−o f f

τ̄c−o f f + τ̄e−o f f
−P0

f )e
−t/τR−o f f (4.28)

whereP0
f represents the trap-occupancy att = 0, and the time-constant for the exponent

τR−o f f = τ̄e−o f f τ̄c−o f f/(τ̄e−o f f + τ̄c−o f f ). Substitutingt = ∞ in Eqns.4.27 and 4.28,
and comparing with Eqn.4.17 we get the steady-state trap-occupancy in the ‘on’ and ‘off’
state respectively.

4.3.1 Measuring Trap-Occupancy under Transient biasing

We devised a measurement method to determine the trap-occupancy change from an
‘off’ state to an ‘on’ state. Fig.4.10 shows this technique.The MOSFET was turned ‘on’
at timet = 0 and the RTS frame of a specified time length was captured. Typically the
length of the time frame was kept much higher thanτ̄c andτ̄e. Several such RTS frames
were then recorded. The instantaneous trap-occupancy was then determined by averaging
the state of the RTS (high or low) over the recorded RTS time-frames, for a given instant
during the ‘on’ period.

The RTS behavior under transient biasing conditions (step-response) showed that the
instantaneous trap-occupancy increased exponentially from the ‘off’ state occupancy to
the ‘on’ state occupancy.τR (the time-constant for the trap-occupancy) is the mean time
before the trap-occupancy reaches its steady-state value,and is the given by Eqn.4.22 from
the analysis of the trap-occupancy under step-response. Fig.4.11 shows the measurements
on three different RTS. In each case, the instantaneous trap-occupancy increased expo-
nentially from the ‘off’ state occupancy to the ‘on’ state occupancy. The steady-state ‘on’
values ofτ̄c−on andτ̄e−on were measured and used in Eqn.4.27 for our model simulation.
Fig.4.11 shows that our model simulation results matches quite well with the measured
data.
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Figure 4.10 Technique for measuring the instantaneous occupancy. The instan-
taneous trap occupancy is calculated by averaging the stateof the
RTS over many RTS frames, during the ‘on’ period.
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transients for three different RTS on three different devices.
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Figure 4.12 Measured and simulated instantaneous occupancies during the ‘off’
transients for two different RTS.

Now consider the case of the ‘off’ transience, where the MOSFET is turned ‘off’ at
time t = 0. The instantaneous trap-occupancy (Pf (t)) during the ‘off’ transience can-
not be measured directly because the transistors are ‘off’.Pf (t) was derived indirectly
by making use of the the property that the trap-occupancy is atime continuous func-
tion. The trap-occupancy before the MOSFET is switched ‘on’is equal to the occupancy
immediately after turn ‘on’ (if the sample time is much higher than the mean instanta-
neous time constants). Thus by varying the time the MOSFET is‘off’ and measuring
the trap-occupancy the instant the MOSFET is turned ‘on’, wewere able to measure the
trap-occupancy transience during the ‘off’ state.

Fig.4.12 shows the measured instantaneous occupancy during the ‘off’ transients us-
ing the above mentioned technique for two different RTS. Also shown are the model
simulation results. Eqn.4.28 is the model expression for the instantaneous occupancy
during the ‘off’ transients. Typically during the ‘off’ state with no electrons available
in the channel for an electron capture,τ̄c−o f f ≈∞ is a reasonably good approximation.
Substituting this in Eqn.4.28 the expression for the occupancy reduces to

Pf (t) = P0
f e−t/τR−o f f (4.29)

whereP0
f represents the trap-occupancy att = 0 or the steady-state occupancy when the

device is ‘on’, andτR−o f f = τ̄e−o f f . Using Eqns.4.5, 4.6, and 4.13 our model is able to
predict the value of̄τe−o f f . From Fig.4.12 we can see that our model simulation of the
instantaneous occupancy during the ‘off’ transience matches quite well with the measure-
ment data.
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Figure 4.13 Instantaneous occupancy under periodic large-signal excitation
simulated using the model. The excitation frequency (fsw) is higher
than the corner frequency of RTS. Also shown is the averaged occu-
pancy which lies between the steady-state occupancies in the ‘on’
and ‘off’ states.

4.4 RTS Under Periodic Large-Signal Excitation

Under periodic large-signal excitation, the device is alternating between an ‘on’ state
and an ‘off’ state, by applying a square wave at the gate. Thuswe have the case where
in the ‘on’ and ‘off’ transient conditions are occurring in aperiodic fashion. During tran-
sients, the capture rate is not equal to the emission rate. Fig.4.13 shows the time-varying
trap-occupancy under the influence periodic large-signal excitation. If the periods of the
‘on’ and ‘off’ states are much larger than theτR (the time-constant for trap-occupancy),
the trap-occupancy increases exponentially from the ‘off’state occupancy to the ‘on’ state
occupancy, and decreases exponentially from the ‘on’ stateoccupancy to the ‘off’ state
occupancy, in a cyclic manner. On the other hand, if the excitation frequency (fsw) is high
(typically higher than the corner frequency of the RTS), then the trap-occupancy does not
reach the steady-states values in the ‘on’ and ‘off’ states.The average trap-occupancy
(Pf−avg) is somewhere between the steady-state trap occupancy in the ‘on’ and ‘off’ state
(See Fig.4.13). Intuitively, this makes sense, as it is clear that slow traps cannot adapt
quick enough to fast changes in the biasing, resulting in relaxation effects.

Since the RTS time-constants̄τc and τ̄e change instantaneously in response to the
change in the gate bias fromVGS−off to VGS−on, there exists four RTS time-constant cor-
responding to the two biasing conditions:̄τc−o f f , τ̄e−o f f , τ̄c−on and τ̄e−on. These are
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shown in Fig.4.14. The ‘on’ and ‘off’ states correspond to two instantaneous capture and
emission rates given by

Rc−on =
1−Pf−avg

τ̄c−on
; Re−on =

Pf−avg

τ̄e−on

Rc−o f f =
1−Pf−avg

τ̄c−o f f
; Re−o f f =

Pf−avg

τ̄e−o f f
(4.30)

For an excitation frequency much higher than the RTS corner frequency, the mean capture
and emission rates (for a periodic large-signal excitationwith periodT) are as follows:

Rc−cyclo =
1
T

∫ T

0
Rc(t) dt

Re−cyclo =
1
T

∫ T

0
Re(t) dt (4.31)

These mean values correspond to the cyclo-stationary RTS capture and emission rates.
The cyclo-stationary RTS time-constants are modelled as:

τ̄c−cyclo =
1−Pf−avg

Rc−cyclo

τ̄e−cyclo =
Pf−avg

Re−cyclo
(4.32)

When the periodic large-signal excitation used is a square-wave, the two-levels of the
large-signal correspond to two-states in the MOSFET, ‘on’ and ‘off’, leading to four RTS
time-constants:̄τc−on, τ̄e−on, τ̄c−o f f , and τ̄e−o f f which are shown in Fig.4.14. For the
square-wave excitation case, the modelled cyclo-stationary RTS time-constants can be
simplified as

1
τ̄cyclo

= (
Ton

T
)

1
τ̄on

+(
To f f

T
)

1
τ̄o f f

(4.33)

whereTon andTo f f correspond to the durations of ‘on’ and ‘off’ periods of the square-
wave excitation,T is the time period of the square-wave excitation, andτ̄on andτ̄o f f are
the RTS time-constants (emission and capture) in the ‘on’ and ‘off’ states respectively.

4.4.1 Model Results (Periodic Large-Signal Excitation)

During our RTS measurements under periodic large-signal excitation, the excitation
frequency was kept well above the corner frequency of the RTS. Under these biasing
conditions the drain-current was sampled during the ‘on’ state of the device, to give a
‘cyclo-stationary RTS. The cyclo-stationary RTS parameters (time-constants and ampli-
tude) were measured in a manner similar to the steady-state case (Seechapter 3). The
cyclo-stationary RTS time-constants were observed to be significantly different compared
to the RTS parameters in the steady-state. The different measurements included chang-
ing the duty-cycle and frequency of excitation, and the ‘off’ voltage level of the applied
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Figure 4.14 Model for determining the cyclo-stationary RTS time parameters
under periodic large-signal excitation (square-wave at the gate cor-
responding to two states ‘on’ and ‘off’).

large-signal. Each of them were independently varied and the resulting cyclo-stationary
RTS time-constants were measured. The trap parameters needed for our model were ex-
tracted from the steady-state RTS measurements (Table 4.1). We used our model to first
simulate the steady-state RTS time-constants. The cyclo-stationary RTS time-constants
are derived from the steady-state RTS time-constants as mentioned in section 4.4. These
cyclo-stationary RTS time-constants were then matched with the measured data.

Varying duty-cycle and frequency of excitation

The duty-cycle of the periodic large-signal (square wave applied at the gate of the
MOSFET) was varied and the corresponding cyclo-stationaryRTS time-constants were
measured. The ‘on’ and the ‘off’ voltage levels of the applied large-signal were kept
constant during the measurement. Fig.4.15 shows the cyclo-stationary RTS̄τe andτ̄c as
a function of the duty-cycle of the applied periodic large-signal for two different RTS
(trap located in the oxide and trap located at the interface). In Fig.4.15 the 0% duty-cycle
corresponds to the device being ‘off’ while the 100% duty-cycle corresponds to the device
being ‘on’. Notice thatτ̄c−o f f → ∞ as the duty-cycle approaches 0%. The formula in
Fig.4.14 was used to predict the cyclo-stationary RTS time-constants under various duty-
cycles of excitation. From Fig.4.15 we can see that our modelresults fit the measurement
data quite well.
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Figure 4.16 Cyclo-stationary RTS time constants̄τc andτ̄e as a function of the
excitation frequency (fsw) for VGS−on = 0.6 V,VGS−off = -0.2 V,VDS

= 40 mV, duty-cycle = 50%.
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Figure 4.17 Cyclo-stationary RTS time constants̄τc and τ̄e as a function of
VGS−off for VGS−on = 0.6 V,VDS = 50 mV, duty-cycle = 50%,fsw =
31.6 kHz.

Fig.4.16 shows measurement and model simulation results for a cyclo-stationary RTS
with varying frequency of excitation. The duty-cycle was constant (50%) for these mea-
surements. Also the ‘on’ and the ‘off’ voltage levels of the applied large-signal were
kept constant. From Fig.4.16 we observe that for excitationfrequencies above the corner
frequency of the RTS, there is no change in the cyclo-stationary RTS time-constants.

Varying ‘off’ voltage

The ‘off’ voltage level of the applied square wave at the gateis varied and the corre-
sponding cyclo-stationary RTS time-constants were measured. The need to investigate the
‘off’ voltage dependence on the cyclo-stationary RTS parameters was two fold. Firstly,
from the spectral measurements in chapter 2 we reported thatthe LF noise was decreas-
ing as the ‘off’ voltage increased beyond the threshold voltage of the device. As the RTS
noise is strongly related to the RTS time-constants, their dependence on the ‘off’ voltage
had to be investigated. Secondly, the RTS time constants aremore sensitive to changes
in the ‘off’ voltage than to the ‘on’ voltage. This is becausethe ‘off’ voltage applied to
the MOSFET corresponds to the weak inversion or accumulation regime in the MOSFET.
These are the regimes in which the Fermi-level associated with the electrons (and thus
the electron concentration at the interface) is strongly dependent on the applied bias (‘off’
voltage level). The ‘on’ voltage on the other hand, corresponds to the strong inversion
regime in the MOSFET. From Fig.4.7 we have seen that increasing the ‘on’ voltage above
the threshold has little influence on the electron concentration at the interface. Moreover,



4.5. RTS NOISE PSD 75

the RTS time-constants can be extracted in the steady-statefor different ‘on’ voltages
(See section 4.2). The ‘off’ voltage dependence on the RTS time-constants however can-
not be measured in the steady-state as there is no RTS visible(device being ‘off’!!) Our
cyclo-stationary RTS measurements with varying ‘off’ voltage are thus very useful as
they are an indirect way of studying the RTS time-constants in the weak-inversion and
accumulation regimes.

Fig.4.17 shows the variation of the cyclo-stationary RTS time-constants̄τe andτ̄c as
a function of the ‘off’ voltage of the applied periodic large-signal. The ‘on’ voltage level
was kept atVGS−on = 0.6 V during the measurements and the duty-cycle of excitation was
50%. The measurement data atVGS = 0.6 V indicates the steady-state measurement of the
RTS time-constants. Note that cyclo-stationary RTSτ̄c is double the steady-statēτc value.
This can be easily explained using the relation in Eqn.4.33 to predict the cyclo-stationary
RTS τ̄c at 50% duty-cycle, as̄τc−o f f →∞.

In Fig.4.17 our measurements show thatτ̄e decreases rapidly as the ‘off’ voltage goes
deeper below the threshold voltage. Although, Fig.4.17 shows RTS measurements on an
n-MOSFET, similar behavior of the cyclo-stationaryτ̄e is also observed for RTSs in p-
MOSFETs. This sharp decrease ofτ̄e with decreasing ‘off’ voltage (below threshold) is
not predicted by Eqns.4.5, 4.6, and 4.13. They only predict aτ̄e as shown by the dashed
line in Fig.4.17.

In order to explain this behavior we propose a semi-empirical model to explain this
‘off’ voltage dependence on̄τe. From Eqn.4.6 it can be seen that an increase in theσ
leads to a decrease in̄τe. As explained in section 4.24, the capture cross section (σ )
is a physical parameter indicative of the tunneling probability and thus the capture and
emission probabilities of charge carriers. In Eqn.4.16, the parameterX0 is a decay constant
which depends on the potential barrier height and the energyof the electron trying to
tunnel through (Eqn.4.15). Now consider the case when the MOSFET is ‘off’. Increasing
the negative bias at the gate below the threshold voltage, increases the probability of
emission of the trapped electron (in a trap in the oxide). This would result in a decrease of
τ̄e. In our model, the trap cross section decay constant (X0) is semi-empirically modelled
as a function ofVGS

XV = X0 (1+e(−VGS−VFB−ψs)/kT) (4.34)

whereX0 is the decay constant from Eqn.4.16,VGS the applied voltage,VFB is the flat-
band voltage, andψs is the surface potential. In Eqn.4.34 forVGS values corresponding
to the ‘on’ level, the capture cross section decay constantXV ≈ X0. On the other hand,
decreasingVGS below the threshold voltage leads to an exponential increase in the capture
cross section decay constantXV . This increase inXV for decreasingVGS together with
Eqns.4.16 and 4.6, is able to predict the rapid decrease inτ̄e as seen in our measurements
(Fig. 4.17).

4.5 RTS Noise PSD

The cyclo-stationary RTS time constants are used in Eqn.3.28 to give the RTS noise
PSD under steady-state and under large-signal periodic excitation (Seechapter 3) [2]. The
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Figure 4.18 LF RTS noise spectra under steady-state and large-signal periodic
excitation (cyclo-stationary RTS).fsw = 31.6 kHz,VGS−on = 0.6 V,
VGS−off = -0.5 V, duty-cycle = 50%.

RTS noise PSD under steady-state and under periodic large-signal excitation are shown
in Fig.4.18. Our model simulation fits excellently with the RTS noise PSD measured by
a spectrum analyzer.

It has been reported in literature that the RTS noise not onlydecreases under periodic
large-signal excitation but also increases in some cases [44, 63]. The relation between
the RTS noise power and the RTS time constants is given by Eqn.3.28. Inchapter 3,
Fig.3.3 showed the RTS noise power as a function of the ratio of the RTS time constants
(τ̄c/τ̄e). The noise power is maximal when the ratio is equal to unity.From our model and
measurements results we have seen that the cyclo-stationary RTS time constants change
under periodic large-signal excitation as compared to the steady-state case. More specifi-
cally, the cyclo-stationary RTS̄τc increases by a factor 2 (for a 50% duty-cycle of periodic
large-signal) and̄τe decreases. The change in cyclo-stationary RTSτ̄e depends on the trap
energyET , the distance of the trap from the interface in the oxideXT , and the ‘off’ voltage
of the applied periodic gate bias as seen from the previous section. This implies that the
ratio τ̄c/τ̄e is increasing for the cyclo-stationary RTS as compared to the steady-state case.
Thus depending on the ratio of̄τc/τ̄e in steady state and the ratio for cyclo-stationary RTS,
we can have an increase in noise power, decrease in noise power, and no change in noise
power of the cyclo-stationary RTS (Fig.3.3).
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4.6 Discussions

This chapter described the trap behavior responsible for the origin of RTS in MOS-
FETs. Throughout, the discussions were involving n-MOSFETs. For p-MOSFETs the
behavior is not much different. The only difference being the charge carriers at the inter-
face (channel): holes for the p-MOSFETs (exchange of carriers between the valence band
and the trap) and electrons for the n-MOSFETs.

Our RTS measurements in the time-domain for the transient bias case showed that the
instantaneous trap-occupancy does not follow the instantaneous step-voltage but instead
it changes exponentially to reach the steady-state value. Existing circuit simulators im-
plicitly assume an instantaneous change in the trap-occupancy with changing gate-bias,
thus giving erroneous noise predictions under periodic bias excitation.

In terms of circuit analogy, our RTS model for the trap-occupancy can be thought
of as a resistor-capacitor network (low-pass filter), with the voltage across the capacitor
being equivalent to the trap-occupancy. The cut-off frequency of the low-pass filter is
analogous to the RTS corner frequency. The input is the applied large-signal at the gate of
the MOSFET. When the large-signal excitation frequency is higher than the RTS corner
frequency, analogous to a low-pass filter, the trap-occupancy does not follow the applied
input signal, but is somewhere in between the ‘off’ and the ‘on’ state trap-occupancy. This
cyclo-stationary RTS trap-occupancy is a constant and can be determined by the cyclo-
stationary RTS time-constants, similar to the steady-state occupancy given in Eqn.4.17.
In our RTS model, the trap-occupancy was identified as the keyparameter under dy-
namic biasing conditions. In all cyclo-stationary RTS measurements involving periodic
large signal excitation, the frequency of excitation was kept much higher than the corner-
frequency of the RTS.

If the frequency of excitation is much lower than the corner frequency of the RTS, the
trap-occupancy would have enough time to follow the appliedinput signal. This implies
that the trap-occupancy would be a function of time and vary from the steady-state ‘off’
value to the steady-state ‘on’ value. As a consequence, the cyclo-stationary RTS would
be the same as the steady-state RTS. On the other hand if the frequency of excitation is
comparable to the RTS corner frequency, the analysis of the cyclo-stationary RTS is more
involved. Firstly, the cyclo-stationary RTS measurementscannot be done, as we cannot
measure the time-constants since the ‘on’ and ‘off’ periodsare comparable to the RTS
time-constants. Secondly, instead of having a fixed cyclo-stationary trap-occupancy, we
have a time-varying trap-occupancy.

In our RTS noise analysis under periodic large-signal excitation, we observed a rapid
decrease in the cyclo-stationary RTS̄τe when the ‘off’ voltage of the applied large-signal
is going deeper below threshold. In Fig.4.17 the measured data (τ̄e) deviates from the
conventional theory predictions. At first one might think ofa measurement artefact but
several checks [78] and the fact that each measurement data was verified with a spectral
measurement proves that the measured data was indeed correct.

A key point to be noted is that the significant change in the RTSnoise due to the peri-
odic large-signal excitation is mainly because of the sharpdecrease in the cyclo-stationary
τ̄e. This is because the cyclo-stationary RTSτ̄c increases only by a factor 2, whilēτe de-
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creases by a factor 100 (See Fig.4.17). In section 4.2.3 we discussed for a trap located
deeper in the oxide, the resulting RTS̄τe is more sensitive to changes in the applied gate
bias. Combining the two, we can infer that deeper the trap in the oxide, the larger is
the change in the cyclo-stationary RTS noise as compared to the steady-state RTS noise.
τ̄e is thus the key parameter responsible for the change in the RTS noise under periodic
large-signal excitation.

This chapter describes the steady-state and periodic large-signal noise analysis for
a single RTS. In principle we can extend this analysis to predict the LF noise in small
geometry MOSFETs given a distribution in the trap-energy and location. As a first step,
the simplest way of doing it is assuming no inter-trap interactions. It is possible for
charge-carriers to jump from one trap to other traps deeper in the oxide, leading to multi-
level RTSs [58]. Our single trap analysis under dynamic biasing conditions is a starting
point for explaining the already complex RTS behavior observed.

4.7 Conclusion

For the first time we investigate trap behavior under transient biasing conditions that
is not observable in steady-state, thus providing more insight in trapping and de-trapping
mechanisms. We present a simple physics based analytical model to accurately predict the
RTS parameters and noise spectra, in steady-state as well asunder large signal excitation.
All our model parameters have a physical significance and themodel shows excellent
agreement with measured data on a single RTS. Given a distribution of traps in energy
and location, it is possible to extend our model to accurately predict the LF noise in
MOSFETs, under varying bias conditions, leading to better optimization of analog and
RF designs.



How reliable is my electronics? is a question asked by many,
Which is answered by a growing interest and study in the device reliability !
Accelerating the aging process by a hot-carrier degradation,
Increases the defects because of impact ionization !

Change inVt, gm, and the Low-Frequency noise of the MOSFET,
Are due to the increased defects- a hot-carrier effect !!
But more sensitive is the noise after hot-carrier injection,
Measured under periodic large-signal excitation !!

Using Deuterium instead of Hydrogen, during the post-metalanneal,
Shows better hot-carrier resistance improving the reliability a good deal !!

5
Hot-Carrier Degradation and LF Noise in

MOSFETs

WITH shrinking device dimensions, the reliability of the oxide and its interface gains
importance. Trapped charge and defects or traps both in the oxide and at the Si-

SiO2 interface play an important role in the gradual degradationof oxide characteristics.
Time accelerated degradation has been forced by hot-carrier stressing that changes the
density and the distribution of the trapped oxide charge andthe trapped interface charge.
Hot carriers have more kinetic energy than the average carrier, when the transistor is bi-
ased in the saturation regime with a high drain-to-source voltage. At the drain side of the
channel, the electrons gain enough energy to be injected into the gate-oxide and cause
damage to the interface. The substrate current is considered as a reliable and convenient
monitor for the amount of hot-carrier degradation in MOSFETs. The damage caused by
the hot-carrier injection is clearly visible in the reduction of the maximum transconduc-
tance (gmmax) and an increase in the threshold voltage (Vt) of the device [79].

Fromchapter 4we have seen that traps or defects located at the Si-SiO2 interface or
in the oxide are responsible for the RTS noise in MOSFETs, andwith decreasing device
sizes, the RTS noise dominates the LF noise in MOSFETs. Increasing the trap concentra-
tion by subjecting the MOSFET to hot-carrier stress would result in more charge carriers
being trapped in defects and an increase in the LF noise. The LF noise has often been used
to characterize the hot-carrier degradation in MOSFETs [26, 80, 81]. In addition, it has
been reported in literature that the LF noise is more sensitive to hot-carrier degradation
than the static device parameters (gmmax andVt) [81], and has been used as an diagnostic
tool in hot-carrier degradation studies.

It is commonly accepted that interface traps arise from dangling bonds at the Si-SiO2
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interface. This is also supported by the fact that most of theinterface traps created during
processing are passivated by a low temperature anneal, in which atoms of an annealing
gas, like hydrogen, is bonded with the dangling bonds. When atransistor is subjected to
hot-carrier stress some of the hydrogen will desorb, resulting in device degradation. It has
been reported in literature that, replacing H2 with D2, results in a reduction of transistor
parameter degradation due to hot-carrier stress [82,83].

In chapter 2-4, our analysis of the LF noise under periodic large-signal excitation
showed that the LF noise decreased anomalously, when the gate bias was periodically
alternated between an on state and an off state with theVGS well below the threshold
voltage of the device. LF noise reduction of more than the normal 6 dB was observed
for a 50% duty-cycle of periodic large-signal excitation. In this work we used hot-carrier
stressing to degrade n-MOSFETs in a time-accelerated way inorder to study the change
in the LF noise and the impact of device degradation on the LF noise under periodic large-
signal excitation. Although, the effect of hot-carrier stress on the steady-state LF noise
has been extensively studied, the LF noise behavior under periodic large-signal excitation
is an unexplored area.

In this chapter, we investigate the effects of hot-carrier degradation on the LF noise
under steady-state and under periodic large-signal excitation in MOSFETs . Devices using
H2/N2 or D2/N2 ambient during the post metal anneal are used in this study and the results
are then compared with each other.

5.1 Experimental

The devices under test (DUT) are n-MOSFETs, fabricated in a standard 0.18µm
CMOS process. The devices used in this study have a gate length L=0.5µm and a width
W=2µm. The DUT received a post metal anneal in H2/N2 gas or D2/N2 gas. The ox-
ide thickness of the DUT was 7 nm, as calculated from quasi-static capacitance voltage
measurements. Initially, the LF noise under steady-state and under periodic large-signal
excitation was measured on fresh devices. These selected devices were then subjected to
hot-carrier stress for a fixed time. After stressing, the LF noise (under steady-state and
under periodic large-signal excitation) was again measured on these devices.

5.1.1 LF Noise measurements

In order to measure MOSFET noise under steady-state and under periodic large-signal
excitation, a differential measurement setup was used (Chapter 2,3). A differential probe
was used to measure small differential noise currents of thetwo matched MOSFETs. The
differential drain current was converted into an equivalent voltage, whose spectral density
was then measured by a spectrum analyzer. In the setup, the bipolar cascode transistors
maintain an almost constant voltage at the drains of the MOSFETs. All the steady-state LF
noise measurements were performed at a fixed drain current of10µA, making a reliable
comparison between the noise measured before and after stress. This was made possible
by increasingVGS to compensate for the increase inVt due to hot-carrier stress.
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Figure 5.1 The LF noise PSD of a fresh and hot-carrier stressed DUT (stress-
ing time 1000s) measured under steady-state and under periodic
large-signal excitation. The LF noise after stressing is measured in
the reverse mode.

For the periodic large-signal excitation case, theVGS of the two DUTs were driven by
a common square-wave signal corresponding to two distinct bias conditions: in the first,
both MOSFETs are ‘off’ (below threshold), and in the second,they are ‘on’ in strong
inversion and saturation. The excitation frequency used was 10 kHz with a duty cycle
of 50%. The ‘on’ voltage of the periodic large-signal at the gate was kept the same as
the gate bias in the steady-state case, and the ‘off’ voltageof the periodic large-signal
was kept at a fixed level of -0.5 V. This ‘off’ value corresponded to the maximum noise
reduction that could be obtained due to periodic large-signal excitation. In both biasing
conditions, the noise power was calculated at a frequency of10 Hz.

5.1.2 Hot Carrier Stressing

The hot-carrier stressing was carried out atVDS = 4.5 V, andVGS = 2.1 V, with the
source and bulk grounded. TheVDS value was chosen below the breakdown value of the
device. These conditions correspond to a maximum substratecurrent. The DC device
parameters,Vt andgmmax, for fresh and stressed devices were derived in the standardway
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Figure 5.2 The LF noise of fresh and hot-carrier stressed DUT measured under
steady-state and under periodic large-signal excitation for different
stressing times. Also shown is the shift in the threshold voltage of
the DUT before and after stress.

from the input characteristics atVDS = 0.1 V, using an Agilent 4156C Parameter Analyzer.
As the hot-carriers induce damage on the drain side, all the DC characteristics and the LF
noise in a post-stressed device were measured in the reversemode, i.e., with the source
and drain interchanged, so that the degraded region forms a part of the channel. The
stressing times for our measurements were 100, 200, 1000 and4000 seconds. The hot-
carrier stressing was performed on both transistors of the matched pair at the same time.

5.2 Results

The setup measures the drain current noise power spectral density (PSD) of the de-
vice under test (A2/Hz). Fig.5.1 shows the LF noise PSD of a DUT in the steady-state.
Also shown is the LF noise PSD measured on the same device after applying a hot-carrier
stress for a duration of 1000 s. Notice the increase in the LF noise PSD after stressing.
The LF noise PSD measured on the same DUT under periodic large-signal excitation is
also shown for both fresh and stressed device. The LF noise measured on the fresh de-
vice under periodic large-signal excitation is observed tobe well below (more than 6 dB)
the LF noise measured in steady-state. After stressing the increase in the LF noise mea-
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Figure 5.3 The distribution of the LF noise measured at 10 Hz on devices
spread over the wafer under similar biasing conditions. LF noise
measurements were done under steady-state and under periodic
large-signal excitation for different hot-carrier stresstimes.

sured under periodic large-signal excitation, is much morepronounced than the increase
in the LF noise measured in steady-state over the frequency range below the excitation
frequency.

The hot-carrier stressing also leads to a change in the DC static parameters (Vt and
gmmax) of the DUT. Fig.5.2 shows the change in the LF noise measuredunder steady-state
and under periodic large-signal excitation after different stressing times. The LF noise
measured under periodic large-signal excitation represents the actual measured value and
is not corrected by 6 dB, the systematic noise reduction factor expected for a 50% duty-
cycle. Also shown is the shift in the threshold voltage of theDUT. Each measurement
data represents an average value over at least twelve devices. Prolonging the applied hot-
carrier stress, increases the threshold voltage of the DUT,and decreases the maximum
transconductance (∆gmmax) (Not shown here). From Fig.5.2, it can be clearly seen that
the LF noise measured under steady-state is increasing withincreased hot-carrier stressing
time. A more important and new observation is the behavior ofthe LF noise measured
under periodic large-signal excitation for different hot-carrier stressing times. For a fresh
device, the LF noise reduction due to periodic large-signalexcitation is higher than the
LF noise reduction after stressing the device. The noise reduction gained by periodically
switching the transistors ‘off’, gradually diminishes in time as the transistor ages.
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Figure 5.4 Comparison of LF noise measured under steady-state and periodic
large-signal excitation on devices with D2/N2 and H2/N2 gas during
post-metal anneal, before and after hot-carrier stressing.

The spread in the LF noise measured under similar biasing conditions over many
devices on the same wafer can be substantial. Fig.5.3 shows the distribution of the noise
power measured on devices over the wafer under similar biasing conditions. The shift
in the distributions at a higher noise power upon prolonged hot-carrier stress time can be
clearly observed.

Using hot-carrier techniques, a reduced degradation of theDC characteristics for sam-
ples with a deuterium passivated interface has been reported [82, 83]. Fig.5.4 shows the
comparison between the LF noise measured on DUTs with two different post metal an-
neal conditions (H2/N2 and D2/N2) for different hot-carrier stress times. The LF noise
measured under steady-state and periodic large-signal excitation for fresh devices using
H2/N2 and D2/N2 are approximately the same. But the difference between the devices
using H2/N2 and D2/N2 post metal anneal becomes evident when we stress the devices.
Devices that received a H2/N2 post metal anneal degrade faster as compared to the devices
using D2/N2 post metal anneal. To obtain a similar change in the observedLF noise (i.e.
device degradation), devices with a deuterium passivated interface should be subjected to
over four times longer hot-carrier stress.

The increase in the LF noise after hot-carrier stress is measured with respect to the LF
noise measured on fresh (unstressed) devices. The correlation between the increase in the
LF noise and the shift inVt after hot-carrier stress is investigated in Fig.5.5. From Fig.5.5,
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Figure 5.5 The change in the LF noise measured under steady-state and under
periodic large-signal excitation versus the corresponding shift in
the threshold voltage for DUTs (H2 and D2 passivated) under hot-
carrier stress.

we can see that devices which showed a large shift inVt due to hot-carrier stressing,
were also the ones that exhibited a larger increase in the LF noise. For a given shift
in Vt, the corresponding change in the LF noise measured under steady-state and under
periodic large-signal excitation is the same for both devices with deuterium and hydrogen
passivation. This indicates that the physical mechanism which is responsible for the shift
in Vt and increase in the LF noise due to hot-carrier stress for both devices, is the same.

5.3 Discussion

Prolonged hot-carrier stressing leads to an increase in thetrap density at the Si-SiO2
interface which results in a decrease in thegmmax and an increase in theVt of the device.

For fresh devices, the steady-state LF noise is often dominated by RTS caused by
trapping-detrapping of charge carriers in slow-traps situated in the oxide. From chapter
4 we have seen that periodic large-signal excitation affects the mean capture and emis-
sion times of these dominant slow-traps and results in a reduced LF noise spectra. The
reduced LF noise PSD under periodic large-signal excitation is primarily due to the noise
contribution due to the fast-traps at the interface. Hot-carrier stress increases the inter-
face trap density, which in turn affects the LF noise under periodic large-signal excitation
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more than it affects the steady-state LF noise. The increasein the LF noise under periodic
large-signal excitation is faster as compared to the steady-state LF noise with prolonged
hot-carrier stress.

The creation of interface traps due to hot-carrier stressing is considerably slower for
samples that have received a D2/N2 post metal anneal as compared to a H2/N2 post metal
anneal. This is often attributed to the fact that it is more difficult to break the Si-D bond
due to a better coupling between the Si-D bending mode and theSi substrate as compared
to the Si-H bending mode and Si substrate [83,84].

5.4 Conclusion

We have investigated the LF noise in hot-carrier degraded devices with H2/N2 and
D2/N2 ambient during the post metal anneal under steady-state andunder periodic large-
signal excitation. The LF noise under periodic large-signal excitation increases more
rapidly due to hot-carrier degradation as compared to the LFnoise measured under steady-
state. The useful noise reduction, due to periodic large-signal excitation under non-
stressed conditions, diminishes, as the devices are subjected to hot-carrier stress. Devices
with D2/N2 ambient during post metal anneal show better resistance against hot-carrier
injection than those with H2/N2 ambient during post metal anneal.



6
Conclusions

IN this thesis the low-frequency noise in MOSFETs under steady-state and dynamic
biasing conditions was investigated. A key conclusion emerging from this thesis is that

the low-frequency noise in MOSFETs dominated by RTS noise isthe most sensitive to
biasing changes. While periodic large-signal excitation is successfully used to reduce the
LF noise dominated by RTS, it also occurs in some samples thatthe low-frequency noise
increases because the normally ‘dormant’ traps under steady-state conditions get ‘active’
as a result of the dynamic biasing.

The p-MOSFET noise measurements under steady-state and under periodic large-
signal excitation did not differ from the n-MOSFET noise measurements [43] [44]. In
most cases, the low-frequency noise reduction obtained forthe p-MOSFETs, was more
than 6 dB for a 50% duty-cycle of excitation . The noise reduction increases with in-
creasing ‘off’ value of switching gate voltage, and then tends to saturate. This indicates
that periodic large-signal excitation is effectively usedto nullify the RTS noise which
overrides the 1/ f noise. The larger the low-frequency noise in a p-MOSFET, thelarger
is the noise reduction observed under periodic large-signal excitation. The gate-oxide
dependence on SID (steady-state drain current spectral noise density) measured on our
p-MOSFETs shows some RTS noise on top of 1/ f noise. RTS noise dominates the LF
noise spectra when the number of carriers N<1/10αH. A significant noise reduction un-
der periodic large-signal excitation, suggests that RTS noise is the dominant noise source
in sub-micron MOSFETs (n-type and p-type).

Our time-domain RTS measurements led to a better understanding of the RTS noise.
Using the time-domain analysis we were able to extract the RTS parameters under pe-
riodic large-signal excitation, which would otherwise (frequency-domain) have not been
possible, thus providing more insights into the cyclo-stationary RTS behavior. Our mea-
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surement results show that the RTS parameters under periodic large-signal excitation con-
ditions (cyclo-stationary RTS) differ from the parametersunder steady-state. The analyt-
ical expression for the noise PSD of an RTS [2] holds good for cyclo-stationary RTS,
in the low-frequency range below the switching frequency ofthe RTS. The time-domain
procedure [48] was used to separate the two-level RTS from the device background noise
1/ f with anαH=6.8×10−6.

For the first time we investigated trap behavior under transient biasing conditions
that is not observable in steady-state, thus providing moreinsight in trapping and de-
trapping mechanisms. Our RTS measurements in the time-domain for the transient bias
case showed that the instantaneous trap-occupancy does notfollow the instantaneous step-
voltage but instead it changes exponentially to reach the steady-state value. Existing
circuit simulators implicitly assume an instantaneous change in the trap-occupancy with
changing gate-bias, thus giving erroneous noise predictions under periodic bias excitation.
When the large-signal excitation frequency is higher than the RTS corner frequency, the
trap-occupancy does not follow the applied input signal, but is somewhere in between the
‘off’ and the ‘on’ state trap-occupancy. This cyclo-stationary RTS trap-occupancy is a
constant and can be determined by the cyclo-stationary RTS time-constants in a similar
way as the steady-state trap-occupancy. The significant change in the RTS noise due to
the periodic large-signal excitation is primarily becauseof the sharp decrease in the cyclo-
stationaryτ̄e. This implies that the change (increase or decrease) in the RTS noise under
periodic large-signal excitation is the highest for traps located deeper in the oxide because
deeper the trap in the oxide, the more sensitiveτ̄e is to changes in the applied gate bias.
Based on our RTS measurements, we present a simple physics based analytical model
to accurately predict the RTS parameters and noise spectra,in steady-state as well as
under large signal excitation [51]. All our model parameters have a physical significance
and the model shows excellent agreement with measured data on a single RTS. Given a
distribution of traps in energy and location, it is possibleto extend our model to accurately
predict the trap-related low-frequency noise in MOSFETs, under varying bias conditions,
leading to better optimization of analog and RF designs.

Finally, we have investigated the low-frequency noise in hot-carrier degraded devices
with H2/N2 and D2/N2 ambient during the post metal anneal under steady-state andun-
der periodic large-signal excitation. The low-frequency noise under periodic large-signal
excitation increases more rapidly due to hot-carrier degradation as compared to the low-
frequency noise measured under steady-state. The useful noise reduction, due to periodic
large-signal excitation under non-stressed conditions, diminishes, as the devices are sub-
jected to hot-carrier stress. Devices with D2/N2 ambient during post metal anneal show
better resistance against hot-carrier injection than those with H2/N2 ambient during post
metal anneal. This analysis illustrates the diagnostic capabilities of the presented noise
model and measurement technique.



Abbreviations

CAD Computer aided design
CMOS Complementary metal oxide semiconductor
dB decibel
D Deuterium
DC Direct current
DUT Device under test
FFT Fast Fourier Transform
H Hydrogen
IC Integrated circuit
LF Low-frequency
LNA Low noise amplifier
n-MOSFET n-channel Metal oxide semiconductor field effect transistor
p-MOSFET p-channel Metal oxide semiconductor field effect transistor
N Nitrogen
PLL Phase locked loop
PSD Power spectral density
rms Root mean square
RF Radio frequency
RTS Random telegraph signal
Si Silicon
SiO2 Silicon dioxide
SNR (S/N) Signal-to-noise ratio
SRH (S-R-H) Shockley Read Hall
VCO Voltage controlled oscillator
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List of Symbols

∆ID RTS amplitude
τ̄1 Mean time spent in the ‘high’ state of the RTS
τ̄0 Mean time spent in the ‘low’ state of the RTS
τ̄c Mean capture time of the RTS
τ̄e Mean emission time of the RTS
τR Mean time for the trap-occupancy transients
ET Energy level of trap
ET0 Energy level of trap at flat-band
σ Capture cross section of the trap
σ0 Intrinsic capture cross section of the trap
yT Longitudinal trap-position from source end
XT Vertical trap-position from the Si-SiO2 interface
Pf Probability that a trap is filled (Occupancy)
P0

f Trap-occupancy att = 0
Pf (t) Time-varying trap-occupancy
X0 Decay constant for capture cross section
Rc The capture rate
Re The emission rate
n Electron concentration in the conduction band
n1 Electron concentration in the conduction band where the Fermi-

level falls atET
Ft Fermi-level associated with the trap
Fp Fermi-level associated with the electrons in p-type Si
W MOSFET gate width (µm)
L MOSFET gate length (µm)
q Elementary charge
vth Thermal velocity of electrons
k Boltzmann’s constant
T Temperature (Kelvin)
N Number of carriers
Ns Surface charge concentration (per unit area)
Nc Density of states in the conduction band
Nv Density of states in the valence band
Ec Conduction band energy
Ev Valence band energy
Ei Intrinsic energy level
m∗ Effective electron mass
h̄ Planck’s constant
ID Drain current
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µ Mobility
α Mobility scattering coefficient
αH 1/ f noise parameter, for MOSFETs between 10−6 and 10−4,

and for n and p-type Si between 10−6 and 2×10−6

VGS Gate-to-source voltage
VDS Drain-to-source voltage
VFB Flat-band voltage of the MOSFET
γ Body coefficient
tox Gate-oxide thickness
Cox Gate-oxide capacitance per unit area
gmmax Maximum transconductance
Vt Threshold voltage of MOSFET
φB Bulk potential
ψs Surface potential
Vch Channel potential
ψs0 Surface potential at source side
ψsL Surface potential at drain side
fsw Frequency of excitation
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